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assumptions. The Truth Maintenance System (TI(S) is a problem solver sub-
system for performing these functions by recording and matnt*ining the

L reasons for program beliefs. Such recorded reasons are useful in construct-
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20. how dependency-directed backtracking changes the current set of assumption s ,

(4) techniques for su~~arittng explanations of beliefs, (5) how to organize
problem solvers into ~dtaleetically arguing modules , (6) how to revise
models of the belief systerts of others, and (7) method. for embedding control
structures In patterns of assumptions. We stress the need of problem solvers
to choose between alternate systems of belief., and outline a mechanism by
which a problem solver can employ rules guiding choices of what to believe.
what to want , and what to do.
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Abstract To t~hoose their action s, rea soning programs must be able to make assumpt ions
and subsequently revi se their beliefs when discoveries contradict these assumptions. The
Trut h M~ u’rn’~~e Sy s i ’o’i (TMS) is a problem solver subsystem for performing these
functions by recording arid maintaining the rea sons for program beliefs. Such recorded
reason s are useful In constructing exp lanauons of program actions and In guiding the
course of action of a problem solver This paper describes (I) the representat.otis and
structure of the TMS . (2) the me-hanisms used to revise the current set of belIefs , (3) how
dependency-directed backtrackin g changes the current set of assumpilons. (4) techniques for
summarizing e~1’lanauon s of beliefs, (yr) how to organize problem solvers Into dia lectlca fly
arguing modules. ~F~) how to revise models of the belief systems of others, arid (‘1) methods
for embedding control stru cTu res in patterns of assumpt ions We stress the need of problem
solvers to choose bet ween alternative systems of belief s. and outline a mechanism by which a
problem solver can employ rules guiding choices of what to believe, wha t to want. and wha t
to do
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1* a.ory of John Sheridan Mac Nerney

I. Irnrodwctton

Computer reasoning programs usually con st ruct computational models of situations. To
keep these models consistent w ith new informa t ion arid changes in the situations being
modelled, the rea sonin g programs frequently need to remove or change portions of their
models These changes sometimes lead to further changes. for the reasoner often constructs
some parts of the model by making inferences from other parts of the model This paper
stud ies both the problem of how to make chan ges In computatIonal models, and the
under lying problem of how the models should be constructed In order to make making
changes convenient Our approach Is to record the reason s for believing or using each
program bel~ef , inference rule , or procedure. To allow new Information to displace previous
conclusions. we employ non monotornc reasons for beliefs. In whkh one belief depends on
a lack of belief In some other statement We use a program called the Truth Mat istotascE
System 1 (IMS) to determine the current set of beliefs from the current set of reasons, and to
update the current set of beliefs in accord with new reasons In a (usually) Incremental
fashion To perform these revisions, the TMS traces the reasons for beliefs to find the
consequences of changes In the set of assumpt ions

1.1 The Essence of the Theecy

Many treatments of for mal and infor mal reasoning in mathematical logic and artificial
intellIgence have been shaped in large part by a seldom acknowledged view the view that
the process of rea soning is the process of deriving new knowledge from old, the process of
discovering new truths contained in known truths This v iew, as it is simply understood,
has several severe difficulties as a theory of reasoning. In this section, I propose another,
quite different v iew about the nature of reasoning. I Incorporate some new concepts into
this view, and the combination overcomes the problems exhibited by the conventional view.

Briefly put, the problems with the conventional v iew of reasoning stem from the
mono(lmdaty of the sequence of states of the reasoner’s beliefs his beliefs are true, and truths
never change, so the only action of reasoning is to augment the current set of beliefs with
more beliefs This monotonlclty leads to three closely related problems Involving
commonsense reasoning. the frame problem. and control. To some extent, my criticisms here
of the conventional v iew of reasoning wifl be amplificatIons of MInsky’s (38) crit icIsms of

I As we shall see, this let-in not only sounds like Orwellian Newapesk, but also is probably
a misnomer The name stems from historical accident, and rather than change It here, I
retain it to avo id confusion in the literature

-~ -. —‘ -~~ .~~~~ .-- -- --
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the logistic approach to problem solving.
One readily recalls examples of the ease with which we resolve apparent

contradi ct ion s invo lvi ng our commonsense beliefs aLout the wor ld For examp le, we
routinel y make assumpt ions about the permanence of objects and the typica l features or
properties of objects, yet we smooth ly accommod ate corrections to the assumptions and can
quickly explain our errors away. In such cases , we discard old conclusions in favor of new
evidence. Thus , the set of our commonsense beliefs changes non-monotonically.

Our beliefs of what is cur rent also change non-snonotonicalty. If we divide the
trajectory of the temporally evolving set of beliefs Into discrete tempora l situatio ns, then at
each instant the most recent situation Is the set of current beliefs, and the preced ing
situations are past sets of beliefs Adjacent sets of beliefs in th is trajectory are usua ll y closely
related, as most of our act ions have only a relatively small set of effects. The important
point is that the traj ector y does not form a sequence of monoc orncally increasing set s of
beliefs, since many actions change what we expect is true in the wor ld . Since we base our
actions on what w e currently believe, we must continually update our current set of beliefs
The problem of describing and peifoming thi s updating efficiently is sometimes called the
f rame /wobku, In connection with the frame problem, the conventional view suffers not
only From motioionicity. but a lso from aU~.Ucat,, as It encourages v iewing each belief as an
isolated statement , related to other beliefs only through its semant ics Since the sem antics of
beliefs are usually not exp lic it ly represented in the system, if they occur the re at all.
atomicity means that these incremental changes in the set of current beliefs are difficult to
compute

The third problem with the conventional v iew actual ly subsumes the prob lem of
commonsense reasonIng and the frame problem. The problem of cont rol is the problem of
dec iding wha t to do next Rather than makt th is choice blind ly, many have suggested that
we mIght app ly the reasoner to thi s t ask as well, to make Inferences about which inferences
to make This appr oach to t h~ problem of control has not been ex plored much , in part
because such control inferences are useless in monotonic systems. In these systems. adding
more inference rules or axioms just incr eases the number of inferences possible, rather th an
preventing some inferences ftom being made One gets the unwanted inferences together
w ith new conc lusions confirming t heir undesireabtl.ty.

Rather than g ive it up. we pursue th is otherwise attractive approach. and make
the deliberation required to choose actions a form of reasonIn g as well. For our purposes.
we t a k e the desires and intentions of the reasoner to be represented In his set of current
belie fs as beliefs abou t his own desires and Intention. We also take the set of Inference rules
by wh ich the reasoning process occurs to be represented as beliefs about the reasoner ’s own
computational structure By using t his self- referential, reflexive representation of the
reasoner , the inference rules become rules for ielf’enodificauon of the reasoner’s set of beliefs
(and hence his desires and intent ions as well). The control prublem of choosing which
inference rule to follow rakes the form ‘Loo& at yourself as an object (as a set of beliefs), and
choose what (new set of beliefs) you wo uld like to become.

The languag e of such inference rules, and the language (or evaluat ing which
self-change to make , are for the most part outside the language of inference rules
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encouraged by the conventional view of rea soning. For example, when the current set of
beliefs is Inconsistent, one uses rules like Reject th e smallest set of beliefs possible to restore
conststenc y and Reject those beliefs which represent the sImplest explanation of the
inconsIstency - These sorts of rules are all we have , since we cann ot infallibl y analyze error s
or pred ict the futu re, yet these rules are non-monotornc, since they lead to removin g beliefs
from the set of current beliefs

To repeat. one source of each of these problems is the monoton lclty Inherent in
the conven t ional view of reasonin g I now propose a different view, and some new concepts
which have far reaching consequences for these issu es

Rational tt~oug~t ii tfr~r process of finding reasons for attitudes

To say that some arnt ude (such as belief, desire , intent , or action) is rational Is to say that
there is scwrse acceptable reason For holding that attitude. Rational t hought Is the process ci’
fInding such acceptable rea sons Whatever purposes the rea soner may have, such as
solving problems, findin g an swer s , or taking action, it operates by constructing reaso ns for
believin g th ings , des irin g thin gs , intending things , or doing or willing things The actual
attItude In t he rea soner occurs only as a by- prod uct of construct ing reason s . The current set
of beliefs and desire s ari se s from t h~ current set of rea sons for beliefs and des ires, reasons
phrased in terms of other beliefs and des ires When act ion is taken , It Is because some
reason for the actici can be foun d in terms of the beliefs and desim of the actor. I st ress
again , the only r,aI component of thought is the current set of rea sons - the attitudes such
as beliefs and de~t r ” s arise from the set of reasons, and have no independent exIstence .

One consequence of this view is that o study rat ional thought . we should study
justif led belief or reasoned argument . and ignor e questions of truth Truth enters f r ito the
study of ex t ra- psychol og ical rationality and into what commonsense truisms we decide to
supply to our progr ams . but truth does not enter into the narrowly psychologIcal rationality
by which our programs operate

Of course. this sor t of basic rationality is simp ler to realize than human belief.
Humans exhibit “burn-in phenomena in wh ich long-st anding beliefs come to be believed
Independently of their rea sons, and humans somet imes undertake leaps ci’ fa ith which
vaul t them frito setf -)usufytng sets of beliefs, but we will not study these issues here. Instead,
we restrict ourselves to the mot e modest goal of makin g rat ional programs In this simpler
sense.

The view stated above entails that for each statement or proposition P Just one of
two st ates obtains tither

(A) P has at least one currentl y a~ epiab1e (valid) reason, and Is thus a member ci the
current set of beliefs, or

* (B) P has no currently acceptable reasons (either no rea sons at all, or only unicc~~tabls
ones). and is thu s not a member of the current set of beliefs 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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if P falls in state (A). we say that P Is in (the current set of beliefs), and otherwise , that P Is
oats (of the current set of beliefs ) These states are not symmetr ic, for while reason s can be
constructed to make p 1*, no reason can make P out. (At most, it can make —P in as well.)

This shows that the proposed v iew also succumbs to monotonicsty problems, for
the set of reasons grows monoaonically, whic h (with the normal sense of ‘rea son~ leads to
only monotonk Increases in th e set of current beliefs. To solve the problem of monotonlclty.
we Introduce novel meanings for the terms ‘a reason’ and ‘an aIsumptlon

Trad ition ally, a reason for a belief consists of a set of other beliefs , suc h that if
each of these basis beliefs is held , so also is the reasoned belief To get off the ground, this
analysis of reasons requires eit her circula r arguments between beliefs (and the appr opriate
Init Ial state of belief) or some Fundamental type of belief whic h grounds all ot her arguments .
The traditional view takes these fundamental beliefs, often called assumptions (or premises).
as believed without rea son On this view , the rea soner makes changes In the the curren t set
of beliefs by removing some of the current a ssurnpaons and adding some new ones

To conform with the proposed view, we introd uce meanin gs for reason and
assumption’ such that assumptions also have reasons A reason (or ~usti 1icat ion) for a

belief cons ist s of an ordered paIr of set s of other beliefs. such that the reasoned belief is I n
by virtue of thU rea son only if each belief in the first set is in, and each belief in the second
set is oat An assunp fion is a current belief one of whose valid reason s depends on a
non-current belief, that is , has a non empty second set of antecedent beliefs With these
not ions we can create ungrounded yet reason ed beliefs by making assumptions. (Eg. give
P the rea son (fl.F -P))) We can also effect non-monotonk changes in the set of curren t
beliefs tty gIvIng reasons for some of the out statements used in the rea sons for current
assum ptions. (Eg to get rid of P. just iFy -.P) We somewhat loosely say that when we
justify some out belief supporting an assumption. (eg -‘P), we are denying or retracting the
assumption (P)

These new notions solve the monotonicity problem Following from this solut ion
we fInd ways of treating the commonsense reasoning, frame, and control problems plaguing
the conventional v iew of reasoning Commonsense default ezpec-ta:lons we represent as
new-style a ssumpt ions Part of the frame problem, namely how to non-monotonlcally
change the set of current beliefs, follows from this noninonotornc notion of reason
However , much of the frame problem (eg how to gIve the ‘laws of motion’ and how to
retrieve them efficiently) lies outside the scope of th is discussion The control problem can
be dealt with partIally by embedding the sequence of procedural states of the reasoner in
patterns of assumptions We wIll treat this Idea, and the rest of the control problem. In
more detail later .

Other advanta ges over the conventional view also follow. One of these
advantages involves how the rea soner retracts assumptions. With the trad it ional notion of
assumption, retractIng assumptions was unreasoned . If the reasoner removed an assumption
from the current set of beliefs, the assumpt ion remained out unt il the reasoner specifically
put is back Into the set of current beliefs, even if changing circumstances obviated the value
of removing this belief The new notions introduce Instead the reasoned retracfton of
4JJ IL~~~~flan J This means that the rea soner retracts an assumption only by giving a reason
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for wh y it should hr retracted If later this rea son becomes invalid, then the retraction is no
longer ef fec t ive and the assum ption is restor ed to the current set of beliefs

The reason ed retraction of assum ption s helps in formu lating a cl ass of
backtrack i ng procedures wh ic h rev ise the set of current assum pt ion s when incons istenc ies
are discovered The paradi gm procedure of this sor t we call dependency-directed
bac ktr ac k ing al t er Stall man and Sins man (!~) It is the least specialized procedure for
rev ising the nit rent set of assum ptions in the sense that ii only opera tes on the rea son s For
beliefs, not on the form or ontent of the beliefs . In shor t , it traces backwards throu gh the
rea sons for th e conflicting bel iefs , f inds the set of assumptions reached in this way , and t hen
retracts one of the assum ption s w ith a reason involving the ot her assumpt Ions (We
describe the proc edure in detail later ) Dependency-directed back t rack ing serves as a
tem plate for mor e specialized revision proce dures These special ized procedures are
necessary in a lmost all p ract u~al applications , and go beyond the general procedure by
takin g t he form of the belief s they etamine into account when c hoosing which assumption
to reject

I.? BasIc Term inology

The TMS records and maintain: arguments for potential program beliefs, so as to
d istin gu is h . at a l t  times , th e current set of prog ram beliefs It manipulates two data
structures n.~d r ; , which represen t beliefs, and Jmutl fiia ttons . which represent reasons for
beliefs We wr ,~r St(N) in denote the statemen t of the potential belief represented by the
node N We ta, the TMS believes in (the potential belief represented by) a node ii it has
an ar gu ment for the node and believes in the nodes involved in the argument. This may
seem rt rcu lar h ut  some nodes will hav e arguments which involve no ot her believed nodes,
and so form the base ste p for the definition

As its fundamental actions. (I) the TMS can Creat e a new node , to which the
problem solving pt oc~ram using the TMS can attach the sta tement of a belief (or Inf erenc e
rule, or procedure , or d at a st r uctur e) The TMS leaves all manipulat ion of the statements
of nodes (lot i n I r ’ rnce  representation . elc ) to the program using the TMS. (

~
) It can add

(Or retract ) a new j i ist i l ic ~tion for a node, to represent a step of an argument for the belief
represented by the nod e Thi s argument step usually represents the application of some rule
or procedure in th e problem solvin g progr am Us ually, the ru les os procedures also have
TMS node~ which th r y  include in the just ifica t ion s t hey create (3) FInally , the ThIS can
mark a node as a a ’n trnd ictlon, to represent the incons istenc y of any set of beliefs which
enter into an arr~ument for the nod.’

A new jmt~tification for a node may lead the TMS to believe in the node. IF the
TMS did not believe in the node previously, thIs may to turn allow other nodes to be
believed by previously exist ing bitt Incomplete arguments. In this case , the TMS invokes
the t ’u:k ‘nnl nf ’noncv procedure to make any necessary revisions In the set of beliefs. The
ThIS rev it. ’c t he curren t set of beliefs by using the recorded just If ications to compute
non -circular arguments for nodes From prem ises and other special nod es, as described later.
These nnn- irnilar ~rguiments d.snngunh one Justification as the well-f tded sat pp.?Ung

- - .- .—-  
_ _
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piffi ftmsi.is of each node representing a current belief The TMS locates the set of nodes to
update by finding those nodes whose well-founded arguments depend on changed nodes.

The program using the IllS can indicate the inconsistency of the beliefs
represented by certain currentl y believed nodes by using these nodes in an argu ment for a
new node, and by then marking the new node as a contradiction. W hen this happens,
another process of the TMS, depotdeiwy-direaed b~ck rack1ng. anal yzes the well-founded
argument at the contradiction node to locate the asnimpaons (special types of nodes defined
later) occurring In the argument It then makes a record of the inconsisten cy of this set of
assumptions, and uses this record to chang e one of the assumptIons. After th is change. the
contr adiction node is no longer believed. We explain this process in Sect ion 4.

The TMS employs a special type of justification, called a non-asono(ontc
j suflficatiomi, to make tenativ e guesses. A non monotonlc Justificat ion bases an argument for
a node not only on current belief in other nodes, as occurs in the most fami liar forms of
deduction and reasonIng, but also on lack of current belief In other nodes For example,
one might justify a node N-i representing a statem ent P on the basis of lack of belIef In
node N-~ representing the statement -‘P In this case , the IMS would hold N-i as a
current belief as long as P4-2 was not among the current beliefs, and we would say that It
had assumed belief in N- I More generally , by an anuioplion we mean any node whose
well-founded support is a non-moncxornc justiFicat ion

As a small example of the use of the TMS , suppose that a hypothet ical office
scheduhng program considers holding a meeting on Wednesday To do this , t he program
assumes that the meeting is on Wednesday. The inference system of the program Includes a
rule wh ich draws the conclusion that due to regular commitments. any meeting on
Wednesday must occur at 100 PM However , the fragment of (he sc hcduk for the week
constructed so far has some activIty scheduled for that tIme already. and so another rule
concludes the meeting cannot be on Wednesday We write these nodes and rule-constructed
j ustification s as follows

Ncde SSsIvi,iv,,t J ustifl atioa Cow.~usent
N-i DAY III ) - LIDP(SOAY ISI I) IN-21) nn
N -2 DAYIPI ) .I.LDIW SOAY mmo justlfkation yet
P4-3 T l~1ifl ) • l3:~~ 151 IR-37 N-1) I))

The above notation for the justifications indicates that they belong to the class of
sat ppovti z (SL) juusficauons Each of these Justificat ions consists of two lists of nodes A
SL-JustlficatIon is a ea~id reason for belief if and only if each of the nodes in the first list Is
believed and each of the nodes in the second list is not believed, in the example, if the two
justifications listed above are the only existing JustIfIcations, then N—? is not a current belief
since it has no Justifications at all N-i is believed since the justification for N-i specifies
that th is node depends on the lack of belief in N-?. The justificatIon fat P4-3 shows that
P4-3 depends on a (presumably belIeved) node R-37. In this case, R-37 represents a rule
acting on (the statement represented by) N-I

Subsequently another rule (represented by a node R-9) acts on beliefs about the

— ~~- — -~ — -- .- — ---- ___ -——----- ~~- ____



day and time of some ot her engagement (represented by the nodes N-7 and N-8) to reject
the assum ption N- i

14-2 DAy (P11 I,~ ONES0AY (SI (R-9 P4- 7 N RI ( I)

‘ro accomodate this n.w j u’~i ( s ~ation, the iNS wil l revi s e the current set of beliefs so that
is believed , an I N I and P4-3 are not believ ed It does this by tracin g upwa rds from

the node in be hiii ~ rd , N .‘, to see th at N-I and P4- 3 ultimately depend on 14—2 It then
carefull y ~‘xa mi ries ihs- JUst l ication c of each of th ese nodes to see that N—f l ’ s justi ficati on Is
valid (so th a t  N- ’ is i n)  From this it fol lows that N-I ’s justification is Invalid (so N—i Is
outs . and hen - c that N- ~ ‘c j us tification is inva l id (so P4—3 is out’)

~ Repre senta t ion oF Reaso ,is for Rel iefs

2.1 Stat e s of Reli ef

A flO(IC t i  hi • r ~~~~ ~ r ii ju st ification s, each j u stification representing a diffe rent reason for
betuevin~ t he nod e These cc ’ . c i i i  ju stificat ions comprise the node’s justiJs ats o n-set . The
node i~ b~lgevrd i! and only if at I ’ ast one of it s j u stifications is r-sahd We described the
conditions b r  val idity of SI ~usli1u’ at ions above , and shortly will Introduce and exp lain the
other t y pe o ’ ju cc i~i an on used In the TMS We c ay  that a node wh ich has at least one
val id j uistpft ca’inn ,s s’~ (th e current ~rt of heliefc ~, and that a node with no valid
j u s t i f i ca t ion s  i’. c;. ’ cf the curren t set of bel iefs ) We will alternat ively say that each node
has a su~- t ” t  t V:. I o( ri ’h,r in or ‘;,t The distinction between in and out is not that
between ( 7 s f  in~ •~ 1rc The fo rm er classif ication refers to current possession of valid
mci cons f u r  t ’e I ef T ’u  and 1a/r , , on the other hand , c lassify stateinents according to truth
value indv1 .-n’ 4 v-n ’ of a ,i~ season s for tii-Iief

in the I M’s . ~ h potentia l belief in be used as a hypothes is or conclusion of art
arg u m ent mutt t~c ~i,rn ii ’. Own distin t nod e When uncertainty about some statei’ne nt (e.g.
P~ e~ is is . one must r.~’ uiiu i atI y ) p rovide nodes for bot h the statem ent and its negation .
Either of these undec ran have or lack well-founded arguments . leading to a four-element
belief cv - ’ (s im,l~ to the Iwlucf set uu~ rd by Relnap (23) of neither P nor —P believ ed , exactl y
one believed , or bot h believed

The liter a ’ u ir e contains many proposals for using three-element belief sets of (rue,
f i / ; . ’- . and z4 ’~k~~rn’n With no notion of j usti f ied belief , these proposals have some attraction
I urge . h wrv r , that s~ rem s basi —d on a notion of justif ied belief shouki forego
th ree-v s h iv - r i  logurt in f avor of the It’xir-vah,ed system presented here, or risk a confusion of
truth wit h j su c~ifird belief 1J~ets of j us tification-b ased three-valued systems can avoid
problenic if th ey ;~~c care to interpr et their s~stems In terms of ju stificat ions rather than
tr wl is.ak , r s . Purr the dan ger of confusion seems greater when the belief set hides this
distinction O t e  niuc ht ar gue that holding contradic tory beliefs Is just a transient situat ion ,
and that any c~ahIr s it u ation ui’es only three belief states t rue  - only P believed /else - only
—‘ P believ ed , and u”~~n~rvn - neither believed But the need for the f ‘-element system 
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cann ot be dismissed so easily Sinc e we make the process of revising beliefs our main
Interest , we concern ourselves with those processes whic h ope rate during the transient
situation For hard problems and tough decisions, these t ransient st ates an be quite
lung-lived.

t~ JestIfkstlons

JustiFicat ions, as reco rded in the TMS . have two parts the external form of the justif ication
with si gnificance to the problem solver , and the internal form of sig nificance to :he TMS.
For examp le, a j usti fication might have the external form (Flodu~-Ponen, A A~8I and
have the internal form ISI (N- I N-2 N-3) ( I) , supposing that N-I represents the rule
tlodu.-Pon.ri,, Pl-~ represents A , and N- 3 represents AD8 The TMS never uses or

examin es the external forms of just ification s , but merely records them for use by the
problem solver In con st ruct ing ex terna ll y meaningfu l explanation s Hencefor t h , we will
ignore these external forms of justifications

Although natural arguments may use a wealth of types of argumen t st eps or-

just lIkation~ t he TMS forces one to fit all t hese into a common mold The ThIS emp loys
only two (internal ) forms for justifications. called suppor t -l is t (SI) and ondini ~ne l-proo f (CP)

~usI ftkation s These are inspired by t he typ ica l Forms of argume nts in natural deduction
Inference systems , w hich eithe r add or subtract dependencies from the supporl of a proof
line A proof In such a system mig ht run as follo w s

Line Stas,mwiU Jusuffrat:on Dqend4’ndes
1. A ,8 Pr em i se II)
2. 8 C  Pr em i se 12 1
3, A Hgoo t t’*~~, 131
4 . 8 tV l . 3 11,31
5- C rF’ ,4 11 , 2 , 3 1
6. A~~ Oischar ç~e3 , S 11,21

t a h  step of the proof has a line number , a statement , a Justification, and a set of line
number s on wh ic h the statement depends Premises arid hypotheses depend on themselves,
and other lines depend on the set of premises and hypotheses derived from their
j ust ific at ion s The above proof proves A~~ fr om the premises A 8  and B,C by
hypothesizing A and concluding C via two applications of Modus Ponens The proof of A~C
ends by d isc harg ing the assumpt ion A, which frees the conclusion of dependence on the
hypothesis but leave’s its dependence on the premises

This example displays justificat ions whic h sum the dependencies of some of the
referenced lines (as In line 4) and subtract the dependencies of some lines f ront those of
other lines (as In lIne 6) The two types of j ustif ~cat Ions used in the ThIS account for these
effects on dependencies. A support-lust Justification says tha t the justified node depends on
C a h  node in a set of other nodes, and in eff ect sums the dependencies of the referenced
nodes A conditional-proof justification says that the node It justifies depends on the
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validity of a certain hypothetical argument As in the ex ample above , it subtract s the
dependencies of some nodes (the hy pot heses of the hypothetical argument) from the
dependencies of others (t he conclusion of the hypot het ical argument ) Thus we might
rewrite the exam p le in te rms of ThIS j ust if ut ition s as fol lows (here igno ring the differ ence
between premises and hypot heses, and ignoring the inference rule Ml’ )

N- ! A~~ (St. (I (H Pro ’use
P1-2 9 C  (St.. 1) ( ‘II Prei ’uj e
P4-3 A (SI II I) )  Pre..isq
P44 8 (St. (N-I P4-3 ) I))  MP
N-S C (SI ( N- 2N- 4 1 i l l  MP
P4 -6 A~C 4CP N-~ (N-3 l ( I )  t)~sche r ge
CP-J usti lic ation s. wh ic h will be exp Litned in greater detaIl below, differ from ordinary
hypothetical arguments in that t hey use two li stt of nodes as hypotheses. the inhypotheses
and the ‘isrh ypothr’ses In the above justificat ion for P1-6, the list of druhypouheses contains
just N -3 , and the list of ou:hypcxheses is empty This difference result s from our use of
non monotonic Justiflcations. in which arguments for nodes can be based both on In and ma
nodes

2.3 Supp ort -l Ist justIfi cat Ions

To repeat the riefinition scatte red throughout the prev io us discuss ion , the support-list
j ustif ication has the form

(St. ci v i i i S t  ‘c ut l i s t
and is valid ii and only ii each node in its m u s t  is In, and each node in its outl tst Is ma.
The SI-j ustification form c an represent several type s of deductions With empt y Enli st and
empty out lisx , we s ay the justification forms a p vm ’mis v justiFication A premise justilicatlon Is
a lways valid , and so t he node it juui~ics will alw ay s be ~n SL ju st ifscat aon s w it h noetempey
Enl ists and empty ciitiis ts represen t norm a dedu~ticru s Each such Justi f icat ion represents a
monotonic ar gument for the node it j usti fie s from the nodes of Its m u s t  We define
ass ut ipt tc ’~s to be nodes whose suj~porting-j us1s1ication has a nonempty nutltst These
assumption justifi atuon s can be interpreted by viewing the nixlei of the En list as comprising
t he reason s for wanting to assume the justi f ied node, the nodes of the mithst represent the
specific cr iter ia atithorning thus assumption For examp le. the reason for wanting to assume
“The weath er wi ll be nice might be 8e optimistic about the weather”, and the assumption
might be authorized by having no rea son to believe “The weather will be bad. We
uccasionally Inter pret the nodes of the outlist as denials of the Justified node, beliefs which
Imply the negation of the belief represented by the justified node.

- --- --- - - - -
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2.4 TermInology of Dependency Relatiois shlps

I must pause to present some terminology before expla ining CP-justificauons The
definitions of dependency relationships introduced In this section are numerous, and the
reader shouki consult Figures 1,2. and 3 for examples of the definitions

As ment ioned previously, the ThIS singles out one j usti f icat ion. called the
supper ris ig -j ust i f i cdlu in, in the just ification- set of each En node to for m part of the
non-circula r argument for the node For reason s expla ined shortly, all nodes have only
SL-juuifhcations as their supporting-justifications, never CP-just uf uc ateon s The set of
sisp / ’or tEn g-nc tdr s of a node is the set of nodes which the TMS used to determine the
suppo rt-statu s of the node For in nodes, the supportungisodes are just the nodes listed in
the m u s t  and oim rkst of its supporting-justification, and in this case we also call the
suppo rti ng-nod es the a ’uecvd,nrs of the node For the supporting-nodes of out node’s, the
TMS picks one node from each Justification in the jus*lflcatbon-’seu . From SL j ustif icatson s ,
it picks eithe r an out node from the mnlist or an En node from the outh st From
CP-jusufica t ion s . it pucks either an oia node from the Inhypotheses or consequent or an En
From the outh ypotheses We define the supporting-nodes of out nodes in thi s way so that
t he support status of the node in question cannot change without either a chan ge in the
support-status of one of the supporting-nodes. or without the addition of a new va lid
jus ti ficatio n We say that an our node has no antecedents The ThIS keeps the
support ing nodes of each node as part of the node data-itr -uct ure . and computes the
antecedents of the node from this list

ihe ~e’t of fou ’n&la:s o ’v : of a node is the transitive closure of the antecedents of the
nod e. th at is . the antece1,nt~ of th e node , the ir antec edents , and so on This set is the set of
nodes inv o lv ed in th. well founded argument for belief in the node The set of an ezf o rs of
a node. ana logously. is the tra nsitive dosure of t’ e supporting-nodes of the nod e, that is , the
supportin g node ’. of the node, t heir supporting-nodes, and so on Th is set Is the set of
nod es whic h might poss ibly aIVect the su ppo rt -s tatus of the node The’ ancest ors of a node
may incl ude th e nod e itw )f , for the closure of the supporting -nodes relation need not be
well-foun ded The INS comput es these dependency relat ionshIps from the
supporting-nodes and antecedents of nodes

In the nthe’r direction , (he set of co’uequenas of a node is the set of all nodes —

whi ch mention the node in one of the justif icati ons in their justification set The
.tffr c tcd -conse q urn ci ’ s of a node arc ju st those consequences of the node wh ich contain the
node in their set of supporting-nodes The klfeud-consequences of a node are just those In
consequences of t he node which conta in the nod e in t heir set of antecederst s The ThIS
keeps the consec~uences of each node as part of the node data -structure , and compu t es the
aff ected- a rid behev ed-con sequences from the consequences

The set of ie pm ’r cusiE ~tes of a node is the transit ive c losure of the
affec ted-consequences of the nod e, that is . the affected-consequences of the node, t heir
affected-conu-quenci”t , and so on The set of ttrlieved-rq,ercussionu of a node is the
transitiv e c losure of the beleeved -coniequences of the node, that us, the be%ieved-conse~uences
of the nod e, their believed-consequences, arid so on. The ThIS computes all these - 
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relat ionships horn the consequences of the node
In all ut the fo l lowin g , I vi sualiz e the tines of su pport for nodes as directed

upw ar ~~ so that I look up to see repercussion s. and dow n to see foundations I say that one
tiode is of ‘~

- level th an ar,ot her it its believed -repercu ssion s include the other node

2 S Coi id iti o iial- pr oo f J us t i f ic at io ns

W ith this te rrninot n ~~. we can now begin to exp lain conditional-proof Justifications The
exac t rneanin~ of U~ se ju st if ication s in the TMS is complex and difficult to describe, so the
reader m~~ t in  t h is secricrn hard going. and may benefit by referrin g bac k to it whi le
read ing Set. ’ i t , is 1 l~ 4 , and ~‘ 

( P-j ustificat ion s ta ke the form
tc~ ~,on’~er~uent- ‘:~‘hjpOthe~ pc - . i~thu irthe~ e s )

A C. P j ust if i ‘ u w t  is v .~ lii if the consequent node is in whenever (a) each node of the
tnhypothi-c rc i — ~~~’~ and ib) i’i~h node of the i~~rhypothese s is out Except in a few esot erk
uses desu ihe-d t ~-t - the ~v-t o( ourh ypo hr’ses is rn~’rs - . so norma lly a node just ified with a
CP j Its if i ca~i n  rr1,rrs~’ncr the rnnpll 4iion whn sr ’ ant ec ede nts are the :nh ypotheses and
whc’~e consequent is thr’ consequent of the (P justification Standard cond it iona l-pro of s in
r i ltut i l  ~ c- ’ iti~ ‘inn ~-. -. r n ~ ~~~i all y spec ify a sing le set of hypotheses, which corresponds to
the tnh ypo hecrs r i a CP ju st if ication In the ~rr sent case, the set of hypotheses must be
divided into t — ~ o dts ~oin’ sub sets , since nodes may be derived both from some nodes being
in and orher ricy irs being cur Some deduction s~s~rrns also emp loy multiple-consequent
conditional p~~~1 c We (oTr ~ O these for reason s of implem entation efficiency

The r~ss P-nndlrs (.P-j i ist if icatn -w- i s in special ways  It can easily determine the
val i d i t y ~ C P j ii’’ i fn auion ont y whrii the j ust ifi ation ’s con sequent and inhy pot heses are
to and th e ‘n:by1~c~rhv’ ues ar e r~it , since determining the ju st if icat ion ’s validity w nh other
support c ~t u isrs fot t h r s s ’ i~~

-w~ rs may require swi t chin g t he su ppor t-statu ses of the hypothesis
nodes and hen ‘‘ - 1.r~c i i ’  ;ton s to ~rr ri p the hy pothrt ica l situation in which the validity of
th~ cond,’ urn if pi uni can be ev al uat e d This t ”ay  may require truth maintenance
pro escun ~ . whu ft in tu rn m ay  require v al idi’y checkin g of (utt her CP-ju stific at lon s . and so
the wh o le pro ’ecs bec ome’ i-xuert-wiy complex Instead of att empt in g such a detai led
ana ly s i s (for whuh I kn ow ii” al~rniihms), the I MS us ’s the opportuniuK and approximate
s ’ ra te -c~ y n r , rn i~~l i ’  ;u~ \ I j ust ilic st i cw-i s cut rentl y equivalent to (T.P-JustifKat .ons At the tunse
of thei r . t .-a’ion , hnr new St justificat ion s ar e equ~ a fent to t he CP-gusttfication s in terms
of th e drpendrn ct ’ - - t h ey  specify. in’t ar e easily c hec5c- t for va lud ,ty Whenever the ThIS
find s a ( P ;u ,c ?,f i( ,tiOfl val id . it coo iirv - ~ an eq uuiva hnt St -j ustification by analyring the
w ell totmdrd j r ~~u inwtrt for the consequent nerd.- of t he CP-j usrific at uo n to rind those nodes
whi h air n~ r h’-,’iu-lsr~ sti ppotted h-, ai i~ of th e inhy pot heses or outh y pofheses but which
di rectly en’ .-, into ‘ttr ut guinient for the *~nnseqtient node along with the hypotheses.
Pree isely, the INS find s al l i,ridrs N in th e foundition ’ of the consequent suc h that N Is
not one o’ the h’~1torhrsc- s or oiie of their repercussions, and N is either an antecedent of the
consequent ni an ant e rdrnt of some othe, node in he repercussions of the hypotheses The -

in nodes in t hi c s r ’  fnrm the inlist of the equivalen t SI-j ustific ation , and the •ut nodes of
t he set form the ov ’iis r of the equivalen : SI-justific ation The ThIS dies the list of 
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SI-j ustif ication s computed in th is way to t heir parent CP•justtficauons, and always prefers
to use these SI-justifications in its processing. The ThIS checks the derived
SI-j usti f ications first in determin ing the support status of a node, and uses them In
explanations ft uses only SL-justifications (derived or otherwise) as
support ing just if icat ions of nodes

2.S Other Types of J us t lf kat lon s

My experience with the TMS Indicates that yet more forms of justilicatlons would be useful.
A gen vai-fonus (GF) justification merges the above two forms into one in wh ich the nodes
in an m u s t  and an outlist are added to the result of a condItional—proof. We might not ate
this as

(CF in i ls t”  <outli,t (consequent) ffih~pothesee> couflugpot hesesa)-

1 also suggest a su’nnarizduon (SUM) justification form.

(Slit cconeequent cinhujpotheses~ outhgpothese. I.

w hich abbre viates

(CF sin po t lsese, outhsipoIheses consequent lnhtjpo these. couthSipot heses>) .

This form adds the hypotheses of a conditional-proof back Into the result of the
conditional-proof, thus summai’uing the ar gumen t fat- the consequent by excis ing the
intermediate part of t he argument Section 5 explains this technique in deta il . I use
SUM-j ustification s there fo r expository convenience, although I have not implemented them
sn th e T MS -

i. Truth Mainte nance Mechanisms

~.I CIrcular Ar gu ments

Suppose a program manipu lates three nodes as follows:

F I. 1+ X V )  4 ) ... omitted
C ( .X l )  (SI (J) 0)
H I. V 31 (51. (K l I I ) .

(We somet imes leave statements and ju st if icat ions of nodes unspec ified when they are not
d irect ly relevant to the presentation We assume t hat afl such omitted justifications are
valid ) If J is in and k is eui, t hen the ThIS will make F and C in . and H out. If the
prog ram then jusUIies H with 

—, 
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iSI IF C,) t ) ) ,
the TMS w ill brin g H in Suppo se now that the ThIS makes / out and K in, leading to 6
becomin g out and H remaining in The program might then justify C with

(St ( F H) (I)
If t he TMS now t~kei K out ’, the ori ginal justificat ion supp ort ing belief in H becomes
invalid , lead ing the ThI S to reasses s the g rounds for belief in H If it makes its decision to
believe a node on t h e  basis of a s imple evaluation of each of the j ustifications of the nod e,
then it will leave both (. and H iii . since the two most recently added justifica tions form
circul ar arguments for (

~ and H in terms of each other.
Thece ci ierila r ar guments support ing belief in nodes motivate the use of

welt-founded support ing jr isl it ications . since nodes imprudently believed on tenuous circula r
bases ca n len d to ill -considered action s, wasted ‘data base searches, and Illusory
incon s istenue’ whi rh  might never have occurred without the misle adin g, circularly
supported beliefs In vie w of this ptob lem. the algorithms of the TMS must ensure that It
believes no node for circ ula r rr~sons

Purport ed asg ume nts for nodes can contain essent ial ly three di ffere nt kind s of
ci rcula rit se s ihe f i r ; ’ and most common type of circularity involves only nod es wh ich can
be tak e n to he , ; t  consistentl y with their justi fication s Such ct rcutarit ies aris e rou tinely
through equivalent or conditionally equivalent beliefs and mutually const raIning beliefs. -

The above alc - rhia exa mp le Fall s into this class of circular ity -
Th~ second type of c ircularity includes at least one node wh ich must be Sri-

Consider , for e~ampk

F TO t~F I II
C -1044E (SI I) ( F) )

In the abs ence of other j ustif ications. these justificat ions force the TMS either to make F in
and C. out , or . e ’~ and F era This type of circularity can arise in certain types of sets of
altern ati ves

In unc~tss1 iable c ircularitie s , the third ty pe. no assignment of an or out to nodes is
consistent wit h thc’i’ j ustification s Consider

F .. . (S1 I) ( F) )

With no other j iis’ificatiorn for F. the ThIS must make F in if and only If it makes F out.
an impossible t as k Unsatisf iable clr*ular sties somet imes indicate real inconsistencies In the -

beliefs of the program rising the truth maintenance system, and can be man ifest , for
examp le. when prolonged backtrackin g rules our all possib ilit ies The curr ent vers ion of the
ThI S dot’s not handl e unsatisfi ab le c ir cul ariti es (it goes Into a loop), as I removed the
occasionally co”ly chec k for the presence of such circularitles to increa se the normal-case

— effic iency of the program A robust imp lementation would reinstate this check. Step S In
SectIon 12 dis usses this problem in more detail

L - - - - - ~~~~~~~~~~~~~ ——~~~- -~~~~~~~~ 
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3.7 The Truth Maintenance Process

The truth maintenanc e process makes any necessary revisions in the curren t set of beliefs
when the user adds to or subtracts from the just ification-set of a node. Retracting -

Jusuficat*ons presents no important prob lems beyond those of addin g justifi cat ion s, so we
Ignore fe t rac t ions to simp lify the discussion. We first outline the proced ure. and then
present it in greater detail. The details will not be cruc ial In the follow ing, so the casual
reader shou ld read the ov ei view and then ski p to Section 4.

In outline , the truth maint enanc e process st arts when a new j ust ificat ion is added
t o a node. Only minor book keeping is required if the new justification is invalid , or if it is
valid but the node is alread y l ’s If the just ificat ion is val id and the node is out, then the
node arid its repercussions must be updated. The ThIS makes a list containing the node
and its repercussions, and marks each of these nodes to indicate that they ha ve not been
given well-founded su pport The TMS t hen ex amines the justifications of these nodes to
see if any are valid purely on the basis of unmarked nodes, that is. purely on the bas is of
nodes w hich do ha ve well-found ed support If It find s any. these nodes are brought In (or
out if al l their jus ti ficat ion s are invalid purel y on the basis of well -founded nodes ). Then
the marked consequences of the nodes are examined to see if they too can now be given
wehltounded su ppor t Sometimes, after all of the marked nodes have been examined in this
way, well-founded suppovt ’statuiws will have been fou nd for all nod es Sometimes , however ,
some nodes will remain marked du~ to circularities The ThIS then initiates a
constraint relaxation pr oc ess which assi gns su ppo rt-statuses to the remainin g nodes Finally,
after all th is , the ThIS check s for contradict ions and CP-jus t if rcat io n s . performs
dependency-direc ted back tra iiing and CP-justification processing It necessary. and then
si gnals the user program of the changes in support-statuses of the nodes involved in truth
maintenance

In deta il, the ste ps of the algorithm are as fol lows We enclose comments In
bracke t -asterisk pairs (E g. I This is a comment oJ)

Step I A iding a n w  1:4:rg !: (atton Add the new justifuation to the nod e’s ju stification -set
and add the node to the set of consequences of each of the nodes mentioned in the
j ustification If the j ustification is a CP-j usr if icat ion . add the node to the
CP - onsequnr:-!ast of the consequent of the CP-juuiftcation. for use in Step 6 If the
node is ire , we are done If the node is osir, check the justification for validity. II
invalid, add to the sripporting’nodes either an o~ node from the m Int , or an in node
from the outh it If valid , proc eed to Step 2

Step 2 ( ‘p dn r t ig  be!s fi ~~~~~~ Chei k the affected -consequences of the node If t here
ar e none. hangr the sii ppo rt -starui s to i ’~. and make the supporting-nodes t he sum of
the rnli~t and out list . r’ i n  st ’ .~- )tlrc i s~r sc , m ake a list L Con laining the nod e and Its

~epercir~ ions . record the ~ti~port st a tus of each of these nod es, and proceed to Step 3.
I We must (ollec~ all  he rrprr u~ ions of the node to avo id constructing circular
A ,~~,imr r1t s w hich use tc1’etci,ssions of a node in it i supposedly well-founded supporting
aiguimeni - J

L1 .~~~~~~~ . - -  ~~~~~~~~~~~~~~~~~~~~~ 
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Seep 3 Maüiing Mi’ nodei Mark each node in L with a support-status of nU, and proceed
to Step 4 (

~ Nodes can have a support -status of ve il only durin g truth maintenance.
This mark distinguishes those nodes with well-founded support from those for wh ich
wel l-founded support has not been determined ‘I

Step 4 Evaludtmng Me n ode,’ JsiitiJka:Ions- For each node in L. execute t he follow ing
subprocedure When all are done, proceed to Step S
Step 4a EraIueting the fusr. ficauon set If the node is either In or out, do nothing.

Otherw ise, keep pickin g j ustifications from the justif ication - set . first the
SI ju st ific at ion s and then the CP-j u stif icamion s, check ing t hem for well-founded
v alidity or invalid ity (to be delined shor tl y ) until either a valid one is found or the
just if icat ion - set is exhausted E 1 he ThIS tries ju st if icat ions in chronolo gical
order, oldest fir st . ) If a valid ju sti fi cation is found , then (I) install It as the
support ing-jus tification (first con v erting it to SI form if it is a CP-jusflficatbon). (2)
ins tall the supporting-nodes as in ~iep 2. tt) mark the node an. and (4) recursively
perform Step Ia (or al l con sequences of the node wh ic h have a support-status of
ill! If only well-founded invalid jusuficatsons are found, mark the’ node out, install
Its supporting- nodes as in 51cr I, and recursIv ely perform Step 4a for all
nil-marked consequences of the nod e Otherwise, the processIng of t~e node is
temporari ly deferred~ the subprocedure is fin ished (. An SL-j ust ifscaft on Is
..ell-fouvrdvd valId if each node in the Inlist is in and each node of the outlist is DiLl;
it is ir~ell-founded anvahd ii some node of the titlist is out or some node of the outll u
is an CP-j uui f icarion s are well-founded valid if all lnhypothe ses are in, all
‘uthy pothrws are our, and the consequent is in , they are well-founded invalid If aft
inhypotheses are in , all outhypotheses are our, and the consequent is out. t’)

L’~ This step may find well-founded supporting justif ications for some nodes In L, but
may leave the support-status of some nodes undetermined due to Urcularitles In
potential arguments These leftover nodes are handled by Step 5 below If it were not
for CP-juilifications. Step 4 could be dispensed with entirely, as Step S effectively
subsumes it However , we include Slep I bot h to handle CP-j ustifications and Cu
improve (we hope) the efficiency of the algorithm by getting the solidly supported
nodes out of the way first ~:)SlIp 5 Rrlai .n g drc~ukrite,, For ead~ node in I. execute the fol lowing subprocedure.
On completion, proceed to Step 6
Step !‘a £ms luats rig the jus:sJucarurn’se:: If the node Is either in or out, do nothing.

Otherwise , continue to select justifications From the SL~justifscaUons (ignoring the
CP-jus ti Iication ;) and to ch eck them for not-well-founded validity or inval idit y I.
wh ich ass u mes that all nodes current ly marked nil wilt eventually be marked Dill, as
exp lained shortly c-J until either a valid j ust if icat ion is found or the Justiflcateon set
is ex hausted If all j ust if icat ion s at e inva lid , mark the node eatS. Install Its
supporting-nodes as in Step I. a rid recursively perfo rm Step Sa for all nil-marked
consequences of the node It a val id ju stif icat ion is found , tb ’s a special check 

-

must be made to see if the node already has altected’conseqr. ices . If the node
does have affecte’d-con sequences. t hen all of them . and the node as well, must be
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re-marked w ith nil and re examined by the cop of Step 5. 1- ’ We do this because
th e procedure may have previously determined the support -status of some other
node on the assumption that this node was out. ~

) If there are no -

affected -consequences , then install the valid j ustification as the
suipporisng-j ustificauon. install the supporting-nodes as in Step 2. mark the node in,
and then recursivel y perform Step Sa for all consequences of the node which hav e a
support-status of nit (- All justifications will be either not-well-founded valid or
inva lid; there is no third case . An SL-jusnfscatlon as not-well-founded valid it each
node in the Inlist is I’, and no node of the oialist is lit; otherwise , it is
noi’well-Io.mded invalid This evaluation of nod es assumes that a support -status
of nil Is the same as out, Ic that all currently unassi gned nodes will eventually be
marked OUt ()

(~ If Step S termina tes, it finds well-founded su ppor t -statuses for all nodes in L it will
not terminate if u nsati sF ia ble clrcu laritie s exi st These circularities can be detected by
checking to see if a node is its own ancestor after finding a not-well-Founded valid
justification For it in Step Sa It the node is its own ancestor, an unsatisfiable circular ity
exist s in which the ar gument for belief in the node depends on lack of belief in the
node Unfortunatel y, this sort of non-termination can also occur with a satisfiab le set of
nodes and justifications which requires making changes to nodes not in the list I to
fi nd this satisfi able assignment of support-statuses. For example, if F is In but not in 1.
and if C has only the j u stification (St., (Fl IC) I and Is in I. then t he procedure will
not he able to assi gn a well-founded su ppo rt-status to C wnhout going outside I to
change the support-s tatus of F In consequence, if truth maint enance as done pro perly
U must be non increm ental an such cases

This relaxation procedure finds one assignment of support-statuses to nodes, but
there may be several su ch assi gnments possible A more sophIsticated system would - -

incorporate some way iii which to choose between these alterna t ives , s ince guidance in
what the program be5’rves will typically produce guidance in what the program doe s - .
Some versions of the TMS (eg Ill)) Incorporated rudimentary analysis faci l iti es , but
the current version lacks any such abilit y It appears that th is relaxation ste p must be
Fairly blind in chno~nng what rev is ion to make. Methods for choosing between
alternate revisions must havc some idea of what all the akernate revis ions are , and
these are very hard to determine accurately. One can approxima te the set of alternate
revisions by revisions inclu ding some part icular belief, but af ~-r several suc h
approximations thus adds up to just tryin g some partial revision and seeing If it works
out “ 1

Step 6 Chechr ’t g for CP-j ust i ’t dtions arid coniradict.oiu . Call each of th e fo llow ing
subproredures for eath of the nodes in 1. and then proceed to Step 7. 1 This st ep
attempts to derive new SL-;uisttficat.ons Froin CP’j ustifica t uon s, and to resolve any
incon’i’tcn ies appearin g in the new set of beliefs. Since Step 5 leav es all ncx s in I
either an or Cu,. it may now tn po~sibk to evaluate some CP’j ust ifi cat ion s which were
previously unev aluable . and to ieso lve new ly a ppa rent contradictions 1
Step Si CheM for CP ’fust i,fkat toru - Do nothing if the node is out or has an empty
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CP-consequent list Otherwise, for each node in the CP-consequent list , check its
CP’j usts f ci tion s for validi ty, and ii any ar~ valid , derive their currently equivalent
St -j ustific at ion s and j ustif y the node with the resultin g j ustif ication . If th is
J ustific ation us new and causes truth maintenanc e (Steps I through 5), start Step 6
over , otherwise r eturn

Step 6h (h i ~t for cont radic tio ns Ignore the node unless it is in and is marked as a
contuadctron. in which case call the dependency -directed backtracking system on
t he node If tr ut h maintenance (Steps I through 5) occurs during backtracking,
Start Slip 6 over , otherwise return.

(
~ This step halt s only when no new SL-justuIlcations can be computed from

CP-j us t ifu ca t uon s . and no contradictions exist or can be resolved. oJ
Step 7 S/ grun ting c~Snnges Compare the current support-status of each node in I with the

initial status recorded in Step 2, and call the user supplied slgnai-rccalilng functions —

and siç vna1- ’ c~?gcuing f unc ti on s to si gnal chan ges from out to in and fr om in to out. -

res pectively F The use r must supp ly two global funct ion s which, If not overridden by
a loca l function t hat the user mig ht attach to the changed node , are ca lled with the
changed node as the atgunnnt However , ti the user has attached local function to the
c hanged node, the T MS will call that function instead - o)

End of tlu r u tA “ra in na’i~~ prorrdurc.

For more detail , I recommend the chapter on data dependencies in 14]. which presents a —

sim plified lISP implementation of a TMS-l ik e pro gram along w ith a proof of Its
correctness M AIlestr ’ r ‘(-a presents an alterna t ive uG~plementatIon of a truth maintenance
system with a cleaner organization than the above Doyle 1)5) presents a program listing of
one version of the TMS in an a ppendix

3.S Analyz ing Cnnd lt ion a l-Prüofs

The Find ln vlc ’rndt ”rn t Su~upori (FIS) procedure computes SI-justifications from valid
CP-~us t if icat ton s by finding those nodes supporting the consequent which do not depend on
the hypotheses Repeating osur earlier exp lanation of what th is means , FIS Finds all nodes
N in the foundation s of the onsequicnt of the conditional-proof justification such that (I) N
is not one of t h e  hy potheses or one of their repercussions. and (2) N is either an antecedent
of the consequent or an antecedent of some node in the repercussions of the hypotheses.
The In nodes an this set form the l’tlisi of the equivalent SI-j ust if ication , and the out nodes
of the set form the- out list of the equivalent SL-j ustification-

Let (IP C 114 (114) be a valid CP-$ustif ication. w here C is the consequent node.
lH is the list of inhypouhesf s. and OH is the list of oiahypoiheses. The steps of FIS are as
fol lows

Step I Mart thi ’ Aypo ri.eus Mark each of the nodes in IH and OH with both an £
(exaMined) mark and a S (suAor din atei) mark , then proceed to Step 2. 1-~ The E mark
means that the nod e has been examined by the procedure We i at to make the

_ 
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search through the foundations of C efficient. The S mark means that the node is
esther one of the hypotheses or a repercussion of one of the hypotheses. oJ

Step 2. Alark fl i t foundations Call the following subprocedure on C. and proceed to Step
3.
Step 2a. Mark the repvrc~ssiois: of the hypes’heses IF the node has an £ mark , return.

If the node has no E mark, mark it with the £ mark, and call Step 2a on each of
the antecedents of the node II any of the antecedent nodes is marked with an S
mark, mark the current node with an S mark . Finally. ret urn~ b This step !- ra rks
those nodes in both the foundations of C and the repercussions of the hypot heses.

Step 3. tJn.iark the foundations: Using a recursive scan , similar to Step 2a, remove the E

marks from the foundations of C and proceed to Step 4.
Step 4. Reutark flu e hypotheses As in Step I, mark the hypotheses with £ marks , this time

ignoring their S marks Proceed to Step S
Step 5. Collect the net suppo rt- Call the following subprocedure on C and proceed to Step

6.
Step Sa Skip repercussions and collect support: If the node has an £ mark , return.

Otherwise , mark the node with an £ mark . If she node has no S mark , add ~t to IS
al it is in, and to OS if it Is out, then return If the node has an S mark , execute
step Sa on each of its antecedent s, then return 1~ This step collects just those nodes
in the foundatuon s of C which are not hypotheses or thetr repercussions. and which
direct ly support (are anteced ents of) repercussion s of the hypotheses. These nodes
are exactl y the nodes necessa ry to make the argument go through for C from the
hypot heses -1

Step 6. Clean up and return the res ul t Repeat Step 3, removin g both E and S marks ,
remove all marks from the nodes in IH and OH, and return the justif ication
(9. IS OS)

End of the Find Independent! Support procidure.

4- Di’pendency-Directed Bac$ fradci ng

When the TMS makes a contradiction node Ut. it invokes dependency-directed backtrac king
to find and remove at least one of the current assumptions in order to make the
contradiction node out The steps of this process follow. As above , we enclose commentary
In brack et -asterisk pairs (1~. ol)

Step I rind fl it Puiflrl’nfl/ al1UMp (ioIi s Trace through the foundations of the contradict ion
node C to fund the set S - (A 1, , A,~), wh ich contain s an assumption A if and only II A
is in C’s foundations and th ese is no other assumption B In the foundations of ‘ such
that A is in the foundations of 8 1- We call $ the set of the iusaxiunal assumpt ions
underlying C. - ]

I Just as the TMS rebes on the problem solving program to point out

— ~~~~~~~~~~~ —.- - ~~~~ ---~~~~~~~~~~~ — . —  -~~~ — ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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inc onsu stenc ie - by marking certain nodes as contradiction s , it also relies on the problem
solver to use non monotonic assumptions for any belief; to which backtra cking might
app ly (teca use t h~ TMS does not inspec t the statements represented by its nodes, it
foregoes the ability, for example, to retract premise justifications of nodes :1

Step 2 Su,,u r ’c : r , ~ - the cause ~/ the in(Dnflitfn(~. ii no previous backtracking attempt on C
discovered S to be t h~ set of maxim al assum ption s. create a new node NC. ca lled a
nt gaitd . to represent the inconsistency of 3 (-

~ We call .5 the nogood si-t. 1 II S was
encountered earlier as a nogood - et of a contr adiction , use the previously created
nogood ncxli’ ( Sin e C represents a false statement , NC represents

St(A 1) A A St (A~ ) ~false ,
or
(I) (St(A 1) A A St(A~))

by a sim ple rewr itin g c )

J usti fy NC with
ICP C .5 I ) )

W ith  th is ju cuit icati o n . NC will remain in even after Step 3 makes one of the
assumption s - .~~‘. s ince t he CP-justif ication means that NC does not depend on any of
the assumptions -1

Step 1 Sc/ia and r epct a i~ulpra Select some A,, the cud pest , from S. Let D,, .~~, t) ,~ be the
out node; in the oiahust of A,’; supporting -justif ication . Select from this set and
j us tify ii with
(31 r~ t (NC A , A 1.1 A,~, ..~~ A~

) ID1 ... I),~, D1,, ...
If one t a kes these underlying Ii nodes as den ials of the selected assumption . this

step reca lls ‘,du~~o ad al ’surdu m The backtr ac ker attempts to Force the culprit out by
invalidarint its suppcirtung~j ustu(uca sion with the new justification. which is valid
w heni ’ver t he nns~ood and the other assumptions are in and the oth er den ials of the
culprit ar c  ‘ii lithe backtrack e r erred in choosing the culprit or dental , presumably a
future rnntraduci,on w ill involve and the remaining assumptions in its foundations.
However . if t he ~utlist of the justification (

~
) is nonempty. D1 

will be an assumpt ion , of
hig her level than the remainin g assum ptions , and so will be the f irst to be denied.

The curren t implementation picks the cul prit and denial randoml y from the
alternatives , and io relies on blind search Blind search is inadequate for all but the
simplest ‘nit ; of problem ’, for ty pic ally one needs to make a guided choice among the
altern.~t ive revision s of beliefs I will return to this problem in Section 8 ej

Step 4 Rcpi ~:r i t r r ( ( e s s a r 7  li the TMS finds other arg uments so that the contradiction
node C remain; i’i aft er the addi t ion of the new just ification for I)~ repeat th is
ba ktra u king proce du re 1- Presumably the previous culprit A1 will no longer be an
a;sumrtion -1 Finally, if the contradi rti on becomes out , then hak; or if no assumpt ions
can hp found in (‘ s fou ndation s, notify the problem solving program of an
unana ly zu b le cunt,adtc t ion, then ha k.

- -1
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End of rAe difrvndenc~-dirsaed backftacthlg procedure.

As an example, consider a program scheduling a meeting. to be heki preferab ly at 10 AM.
in either room W or 801

N—I Titt (fl ) — 1800 (SI 1) (P4-2))
N-2 TiPt (fl l • 1088
P4-3 ROOF1 (t1) • 813 (SI (I (P4-6)

P4-4 ROOlI Ul ) - 801

With only these Justifications, the TMS makes N-i and P4-3 in and the other two nodes out.
Now suppose a previously scheduled meeting rules out this combinatIon ci time and room
for the meeting by supporting a new node with N-i and P4-3 and then declaring this new
node to be a contradiction.

P4-S CONTRADICTION (SI IN-i N-3) U)

The dependency-directed backtracki ng system traces the foundat ions of N—S to find two
auwnptions. N-i and P4-3, both maximal.

N-S NOC000 N-1 P4-3 ICP N-S (N-I P4-3) U) here • (SI () 1))
P4-4 ROOll irl) .801 (SI (P4-S N-i) U)

The backtracker crea tes N-S wh ich means, in accordanc e with form (I) of Step 2.

• 1880 A ROOtl(l’l ) - 813)

and justifies N-S accord ing to form (2) above It atbitrar ily selects P4-3 as the culprit, and

justIfies P4-3’s only out antecedent , P4-4 , according to for m (3) above Follow ing this , the
TMS makes N-i . P4-6 , and N—S in , and P4-2, P4-3, and P4-S out. N-S ha; a CP-Justiftcatlon
eqwvalent to a premise SL-J ust if ication , since N-S depends direct ly on the two assumpt ions
N-i and P4-3 without any additional interveni ng nodes.

A further rule now determines that room 801 cannot be used after all, and creates
another contradiction node to force a different choice of room

N- ? CONTRADICTION (SI (P4-6 ) (1)
P4-8 NOCO(X) N- I  ICP N-i (N-i) U) litre • (5I, (P4—6) U)
P4-2 T Ilt ((1) - 1000 (SI (P4-81 U)

Tracing backward s from N 7 through N-h, P4-6, and P4-I , the bscktrackei’ finds tha t the
rnntradtction depends on only one assumption. N-i It creat es the nogcmd node P4-8,
Justifies it with a (.P-j iast ili ation . in this case equivalent to the SI-justificat ion
(91 (N—SI U) since N- i ’s foundation s contain N-S and N—i’ s repercussions don’t. The
loss of belief in P4 - i  tarries N-S away as well, for the TMS makes P4-2, P4-3, N—c , and N-$ In,
and P4- 1, P4-6,N-S,and P4- 7 our

-~~~~~~~~~ - - — --—- -~~~ - - - ~~~~~~~~~~~~~~~~ -— - - ,~~ - - - - -~~~~~~~— - -~~~~~~~~-~~——~~~~
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%. Summari zi ng Ar g um en la

Long or extremely detailed ar gument; are usu ally unintel ligib le When possible, able
expositor; make the ir ex planat ions inte lligible by st ru 4 turi ng them into clearly separated
levels of detail , in wh ic h explanation s of major points consist of se v eral almost -major points,
and so on . with each item explained in terms of the level of detail proper to the item.
Structurin g arguments in this way cerv ei much the same purpose as structuring plans of
action into levels of detail and abs t rac t ion Users of tPie TMS , or any other means for
recording explanation s. must take care to convert raw ex p lanat ion s into structured ones if
the ex p lanation s lack struct ure initially Conside, . as an ex aggerated example, a centra lized
pollin g machine for use in national elections At the end of Election Day, the machine
report s that John F Kenned y has won the election, and when pressed (or an explanat ion of
this decision , ex p la ins that K ennedy won be’~ause Joe Smith voted for him , and Fannie
Jones voted for him, and Pert Srow n voted for him , et -e:et a. continuing in t his way for
many millions of v ot ers, pro and con The desired ex p lanation consists of a summa ry total
of the vo tes cicr for K ennedy. Nixon. and th’ other candidates if pressed for further
ex planations. breaidowns of these totals into state total s fo llow The next level of
exp lanati on # ‘xpa nds into cuy t otal s. and only if ut!erly pressed should the mach ine break
the results into preci nc ts or individual voters lot s~’w~e place , say Cook County

One can summarize the arg u m ent s  and r ’ planat ion s recorded in the TMS by
using conditional-proofs to subtrac t nod.’c ‘..“.- .nring Iow.k’veI details from arguments.
Summ arizat io n s c a n be performed on di-mand by c re atu .g a new node, and j ustifyin g this
node with a CP-ju st ification mentioning the nede to be explained as its consequent, and the
set of nodes repi.centinv~ tP’ r unwanted low- level belief s as its in and outhypotheses The
effec ti ve explanatien for ‘ ‘ic new node , via a SL-,u;tiftcat,on computed from the
CP - j us ti f icattn n , w ill consi st solely of those high - level nodes present in the well -found ed
argument being summarized

Fxpbnatinns can be generalized o’ mad” n~ore abs tract by thi s device as well , by
Justifying the nri i :inal node in te rms of the new node, or by j ustifyin g the ori gi nal node
wit h the new SL-justifk auon computed for the new node This new Ju stification will not
mention any of the low- level details ;i ibtr actrd 1mm the original argument, and so will
support the conc lusion as a genera) rr’iill . independent of the pa rticular low- level deta ils
used to derive it For exam p le . an electronic ci rcuit ana lysts progr am might com pute the
volt age gain of an amp lifi er by assumin g a typical input voltage, using this vo ltage to
compute the other circuit voltages inducling the out put volta ge, comput ing the vo ltage gain
as the rati o of the output vo ltage to the inpu t vo lta ge, and finall y justifying the resulting
value for the gain us ing a coruiiitonal-proof of the output vo ltage value given the
hypoehesizr~i input vo ltage va lue This wouki leave the gain value depending only on

hara r ter s st ks of the t’ ircuit not on the particula r input vo ltage value used In the
cocnpuitat inn

Ret urning to the ekst’on cta rnpk a txise , summari zing the ‘lection result by
subtract ing out all the ind ividu al voter s bal lots leav cs t he argumen t empty. (ci- presumab ly
t he Interm ediate result; were computed solely in term s of the individual bal lots. In order to
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summarize an ex p lanat ion . one must know the form of the desired summarization Whi le
th is analyt ical knowledge is freque ntly unavoidab le, we t yp ica lly can reduce its scope by
Introd ucing structure into argumen ts durin g their creation. To illustrate this point , we
ex plain how one simple st r ucturin g technique works smoothly with so-cal led structured
descriptions to easil y produce perspicuous explanation s

For this dis cussion , we tak e a st ru(t ur ed descri ptio n to consist of a
desc ript ion-item (sometimes termed a “node” in the knowledge-representation literature , but
we reserve t his term ft r TMS nodes ), a set of roles-items representing the pa rt s of the
descr iption , and a set of kxa l inIereor e rules T hese r oles fr equent ly represent entities
associat ed w it h the descrip t ion . For exam p le. a PERSON desc ription may have a
MOTHER role , and an ADD ER description may have roles for ADD END. AUGEND , and
SliM

To str uc ture ex planat io n s . we d iaw an analogy between the parts of a description
arid the ca lling sequence of a procedure We assoc iate one 1 MS nod e with each
descript ion-item and two TMS nodes with each role-item We will use the node asso c iated

a descrip t ron-nem to mark the arguments internal to the description , as exp lained
shortly We separate the nodes for role-items into two set s , corres ponding to the external
“calling sequence” and the internal lornul parameters ” of the procedure We use one of the
nodes associated with each role-item to represent the exte rnal s y s t e m ’ ; view of t hat
“ar gumenC to the procedu re call . and the other node ass oc iated with the role -item to
represent the procedure’s view of c hat “ formal parameter ” of the prtx rdure. Then we
organize the problem solving program so that only the procedure and its int et na ’ ru les use
or Justify the internal set of nodes , and that all ot her descri ption s and procedures use or
j ust if y on ly the externa l set of nodes The motivat ion for this sepa’at io n of t he users and
justi f iers of two set s of nodes into internal user ; and external users is that we can structure
ar guments by transmitting information between these two set s of nodes in a special way, as
we now describe

Let t) be the node assot iated with the descript ion, and let and be
corresponding external and internal role- ,‘em nodes We j ustify 1) to indicat e the reason (or
t he validity of the descri pt ion To dist ingu ish intern al arguments from externa l arguments .
we Ju stify I

~ 
with

151 I1’ ) f 1 ) ( H .
This makes all portion; of argument; internal to the description depend on 1) With the
Internal arguments marked in th u s way, we ca n separate them (torn ot her arguments when
transmitt ing information (torn t he internal nodes to the external nod.- ’ We j u stif y F1 with

t ’’ r l  f f 1 i l l
This J ust ifi cat io n su ib it a ct s al l internal ar~,uir s.-’nts from the ex planation of £~ . and replaces
them with the sing le no-i c fl

toe exam p le. suppose the hypothc ’ i’al votin g program above computed the vote
totak (or Sor,ew here, Illinois by summing the t otals from the thr ee preci ncts A, B, and C
The pruj~ram i olit’- u5 k- -.rl of ‘he omputalion from the preunct omputations by usin g
an ADD ER description to sum the;. su btotals
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P1-i AOO(R (J(SCRIPT ION At) ,.. Sou ’uwAere , ,fl.
P1-2 F X Tf’ RNAL A (IF Al) .500 , , ,  Precinct ’ A
N-3 E’T ERNA L B OF AD . 200 .., Peed net B
P1-6 EXTERN AL C OF Ad) - 780 .., Precinct C

Here the computation s (or the precinct totals j ustify the three precinct totals The program
then transmits th~ce values to nodes representing the int ernal components of the adder
description, and a local rule of the description ornputes the value of the sum component.

N-S IP4 T FRNAL A OF AD - 580 ( St. (N-i P1-2) ( 1)
P4-6 INT ERNAL BOF A O .280 (SI (N-i P4-31 ( II
P4 -7 INT FRNAI. C OF At) • 700 (SI (N-i P4-4 ) U)
P4-0 AeR OF At) - 788 tSI (N-S N-6) U) jnt,rr.,qdlate rendi
P4-9 INIFRNAI. 9J10F At) - 1480 (St.. (N- 7 N-8) U)

The program transmits this value (or the sum to the node representing the external form of
t he resu lt

P1-18 EXTFRN AL Str Or A C .  1408 iS&JI PI-9 (N- i )  ( 1)
Acer • (SI (N-i P4- 2 N- 3N-4 1  ( I)

The SUM-justifica t ion for N- tO subtr ait c all dependence on any internal computation s
made by the add”t , N-I The resultin g explanation for N-38 includes only N-I , P4-2. P4-3,
and N-4 In cas e s involving more comp lex procedures than adder ;, with large numbers of
inte rna l nodes and computation s of no interest to the external system, the use of this
technique for ~t Tu turing explanations into level; of detail might make the difference -
between an Intelligible expbnauon and an unintelligible one

6. Dialectica l Ar ~ u.ments

Quine (ii) has str e s s ed that we ca n rep’c t any of our beliefs at the expense of making
suitable c han ge; in our ocher beliefs For exam p le. we enhet can chan ge our beliefs to
accomoclarr new “t ’cetvat*on s, or can rrj u’c t the new observations as hat luanat ion s or
mist ak es Notoriously, philosophical ar guments have argued almost every philosophical
conclusion a ’ the e~pense of ot her proposition s Philoso phers cond uct these arguments in a
discipline called dialv’ctaal argumentation. in which one ar gues for a conclusion In two steps.
f i rst prndu in~ an argument for the onclusion, then producing arguments against the -
ar guments (or the opposing conclusion In this discipline , each debater continually
challenges thn~e proposed arguments which he does not like by producing new arguments
w hic h either chal lenge one or more of the premises of the challenged arguments. or wh ich
challenge one or more steps of the challenged argument We can v ’ - each debater as
following this ;im~lu!ied procedu re

___
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Step I. Make an arg~’noir Put forward an argument A (or a conclusion bawd on premises
t hought to be shared between the debaters

Step 2 Reply to c4alloegvs When some debater challen ges either a prem ise or a step of A
wit h an argument B. either (I) make a new argument for the conclusion of A . or (2)
make an argument for the chal lenged premise or step of A by challenging one of the
premises or steps of ~~~.

Step 3. Repeat Continue to reply to challenges, or make new argume nts

In this section we show how to or ganize a problem solving program’s use of the TMS into
the form of d ialectical ar gu mentation Several important advanta g es and consequences
mot ivate this As the first consequence. we can reject any belief in a uniform fashion , simp ly
by producing a new , as yet unchallen ged . argumen t against some step or premise of the
ar gumen t for the belief We were powerless to do th u with the basic TMS mechanisms in
any way other than phys icall y removing justificat ions from the belief system Th is ability
entails the second onsequence. that we must ex p licitl y provide ways to choose what to
believe, to select wht h of the many possible revision s of our beliefs we will take when
confronting new infor mation Quine has urged the fund amenta lly pra gmatic nature of th is
question, and we must find mechani s ms for statin g and usin g pr agmatic belief rev is ion
rules As the third consequence of adopting this dialectial program organization, the belief
system becomes additive The system never d isc ards arguments . hut accumul ate-s the-rn and
uses t hem w henever possible Thi s guides future debates by keeping them from repeating
past debates But the arguments a lone comprise t he belief system. si nce we deriv e the

~urrent set of beliefs from these arguments Hence all chan ges to beliefs ~~cur by add in g
new argutnwnts to a monotonically 1~iowin~ stor e of ar guments Finally, as the fourth
consequence. the infer ence sy s t e m employed by the program becomes modular. We char ge
each ccwnponenr of the infe re nct ’ sy stem ~u t h arguin g for its conclusion and against
opposing onctuston s On this view , we male each module be a debater rath er than an
:nIerence rule

We implement dia k~~u r a i argumentation in the TMS by representi ng step s of
ar guments both by j ustif ications and by beliefs To allow us to argue against argument
step;. w e ma ke the-se beliefs assumption s

rome modu le wants to ju stify node N with the justific ation (SI I 0)~
Encreal of doin ., this durs’e ly. the module cr eat es a new nod e. J, re prese ntin g the stat e-roe -nt
that I and 0 SL jtus tif~ N. in other words , th at belief in each node of I and lack of belief In
each node of () con;titu’ r -~ reason for believin g in N The modul e j u s tif ies N with the
$Ist$f Kati on 1St. J.! 0) , wh ete J ’i  represents the list I augmented by / The TMS will
res ake N iii by reason of this p c t i t s ~ati~ n only it J is in The module then c reates another
new nocii-. -

~J. reprrsen~ii~, tire cts ~v’r4rnt that J repres ents a ihallenged just$ficauion.
I ina lly. the i-nodu le ~u; r i i.rs J with the j ust ificat ion (SI U ( —.) I I In this way, the
module i rake ;  a new ruocte to t r~r;r~rnt the jtzst ,f icatuon as an e~pIicrt belief, and then
assume; that the ii sti ~ i ation has not bren challenged

For exam ple. su p pose a module wishes to conclude that X.1 from X .Y —4 and Y.I.
In the d iak ’cti al rise r! the IMS , it pro eerls as follows 

—---~~~~~~~ --— -——- -- ~~~~~~~~~~~~~~~ - - - -— - 
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P4- 3 (-3 (51 (P4-4 N-I P4-21 (II
P4-4 i14- )) API) (N-~~I SI-JJSUFYN-3 (Si. I) (N-SI )
N-S P4-4 IS ( I4ALLFP4IID no jtuteftcations yet

Since N -~ has no jus tification s. it is ~“ra. so P4-4 . and hence N-3, are in
In thu .. dis ipline. coofl usi s can be resolved either by challenging premises of

argument s , or by halkn ging thos e ju st if ic ation s which represen t argum ent steps Actua lly.
premise justification s for nodes now become assumptions , for the ex plicit form of t he
prem ise Ju;tifr (ation is it s e lf assumed In either ca s e , replies to ar guments invalidate certa in
just if icat io ns by ju sti f yin g the nr-*ies representin g t he chal lenges The proponent of the
chal lenged argtirt.enr can re ply by challenging some Justif ic at ion in the challen ging
argumen t

This w ay of usin g the TMS c lear ly makes blind dependency-directed backtrackin g
useless , since the number of assumptions support ing a node becomes very large instead, we
must use more refined pr~~edures for identif ying certain nodes as the causes of
$nconssstrrsc ses I will return to this issue in Section 8

t Models of Other ’s Rpliefs

Many problem solving t a sk s require us to reason about the belief; of some agent.
For esamp le. i ording ‘~~ the speec h .ict theor y of purposeful communication. I must reason
about yasir bel,e~s and w ants and abou t your beliefs about my beliefs and want ; [5. 49)
Th us requirement entails the ability to reason about embedded belief and want spaces, so
called because hew ar e set s of beliefs v rportr’d as compound or embedded statements of
belief, for exa mp le. 1 believe tha t you bel ieve that i-i rs ralnlng In fact . I must frequently
reason about my own system of beliefs and wants in plannin g. I must determine what 1
wdl believe and want after per forming some action s, and this requires my determining how
the actions affec t my belief s and wan ts In explaining my actions, I must determine what I
be-lieveci and wanted at some tune in the 1iast , before performing the inter v ening act ions.
And when chnn ,inj ’ what to do , want or believe, I must rea son about what I now am doing,
wanti ng . or betrevin~

In mak in g a problem solver .vhuh uses uxh model; of belief systenn. we face the
problem of how to describe how additions to th ese model; affect the beliefs contained In
them , how belief revision proreeds w ithin a model of a belief system It would be exUemfIy
convenient if the same mechanism by whi ch th e prog ram revises its own beliefs, namely the -

TMS . could be applied to revi s in g these models as well Fortuitously, the mechanism of
representing ju ;t .ficaiions as exp lic it belief ; introduced in Secten 6 lets us do j ust that.

To represent a belief syst em within our own , we use beliefs in our own system
abou t the beliefs and just if ic ation s in the ot her ;~‘ue’m We then mirro’- he other system’s
jus*$fkation s of i t s beliefs by mal ing corresponding justificat ions in ma, system’s TMS of
our beliefs about the other sys*c’m’s beliefs For each node N in an agent U’s belief system,

_ _  -
~~~~~ 
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U

we make two nodes, 08(N) and —08(N). one representing th at U believes in N, and the
other repmentlng that U doesn ’t believe In N. We just ify -08(N) w Ith
(St . I) ((

~~IN1)) , thus assumin g th at all nodes in U’s system are out until given val id
justifications For each SL-Just if kat ion J (- (SI I 0)) for N in U’s belief system , we make
a node 08(J ) representing t hat U’s belief sy st em contains J. We then j ustify 00(N) w ith
the justification (SI 1. (II, w here I. con tains the node U8(/J. the nodes U8(M1 for each
node M in 1, and the nodes -.00(M) for each node M In 0.

We might view this techn ique as embodyin g an observation of trad it ional modal
Iogks of belief Most of these Iogks include an axiom schema about the belief modal ity Bol
of the form

8.1 (p ,qb(Be i (p)~ 8el (q) )

W hen we mirror embedded jusflfkaiions with TMS JustifIcations, we are making an
Inference analogous to the one licensed by this axiom

For example, suppose the program believes that an agent U believes A. that U
does not believe 8, and that U believes C because he believes A and doesn’t believe B If’ we
hx,ked Into U’s TMS we might ire the following nodes and justificat ions

A
a
C ... (SI IA) 18))

Our program represents th is fragment of U’s belief system as follows:

N - i t.~~IAI ... t~9 means~ tJ kIieves
N—? -4~~f8) IS1~ I) (P4-3))
P 4 3  (.~~(BI no p u, tiflcar sow y e
P4-4 1~~UA) NC (8) SI-JJST IFYCI ,, -

N-S L~~IC) (St. (P4-4 N-I P4-2) W

In th i, case. N-i. P4- 2. P4-4 . and N-S are in , and P4-3 is out If ’ the program rev ises Its beliefs
so that N—? is out, say by the addition of a new justification In U’s belief system,

N-S JBI... SI-JJST IFYB)
P4-2 I,~~IB1 (SI IN-S ,..) U)

then the TMS wIl l make N-S ous t as well In this way, changes made In pa.-t*cuhr beliefs in
t he belief system lead automatically to other changes in beliefs wh ich represent the implied
changes occurring within the belief system

Of course, we can repeat this technique at each level of embedded belief spaces
To use this technique w~ must require the inference rules whit, draw conclusions Inside a
belief space to asSert the corresponding beliefs about justificat ions for those conclusions

_ _ _  _ _ _ _  — -~~~~~~---~~~~ 
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One frequently assumes t hat others have the same set of inference rules as oneself, that t hey
can draw th e same set of inferences from the sa me set of hypotheses This assumption
amounts to that of assumin g that everyone operates under the same basic program but
has differ ent data or initial beliefs I am currently ex ploring a formalization of this
assum ption in an introspeciive problem soher wh ids has a description of Itself as a
program, and which uses this self-description as the basis of Its models of the behavior of
ot hers (16)

& Assumpt io ns and the Problem of Control

How a problem solver revises its beliefs influences how it acts Problem so lvers typically
revi se their beliefs when new informat ion (s uc h as the expected effect of an action just taken
or an observation j ust made) contradict s prev io u s beliefs. These inconsistencies may be met
by reJect ins~ the belief that the act ion ercurred or that the observation O((IirIed This might
be thou g ht of as th e program deciding it w as hallucinatin g Sometimes, however , we choose
to rejec t the previ ou s belief and siy that the a n o n  made a change in the wor ld, or that we
had made some inappropriate assumption which was correct ed by observation Either of
these way s of revi s in g befiefs may be warranted in different circumstances For example. if
during plannin g we encounter a contradiction by thinking through a proposed sequence of
actions, we mig ht decide to rejec t one of the proposed actions and tr y another action. ~~
t he other hand , if whi le carr ying out a sequence of actions we encounter a contradict ion In
our beli efs , w e might decid e that some assumption we had about the wo r ld was wron g.
rather t han believe that we never took the last action As this examp le suggest s, we might
choose to rrv i’~e our beliefs in several different ways Since we decide what to do based on
w hat we believe and what we want , our choice of w hat to believe a ffect what we choose to
do

How can we guide the problem solver in ins c hoice of what to be)Ieve7 It must
make its choice by appr oxima t ing the set of pos s ible revision; by the set of assumpt ions It
can change directly, for it cannot see beforehand all the consequences of a change without
actua lly m~ding that change and seeing wh at happens We have studied two means by
w hich the problem solve r un der ide what to believe , the tec hnique of encoding control
Informa t ion into the set of justifications for beliefs , and t he techniqu’ of using expl icit
c hoice ruh’s Roth of these approaches a mount to havi ng the reasoner deliberate about
w hat to In In the first case, the reasoning is canned - in the second, the reasoning Is
petfcw mt’d on demand

We encode some control information into the set of ju st if icat ions for beliefs by
using patt er ns of non monoinnic 1ust if ,cat ion s We can think of a non-monotank
justIfkatinn (St ( I (N-- ? N - 3 ) )  for U 1 as sugg est ing the order In which these nodes
should 1w believed , N- 1 firs t , t hen N ‘ cit P4- 3 second On this v iew , each non-monotonk
justification contrihutei a fragment of con~’ol informa ti on wh ich guides how the problem
solv er revi ses its belief s In Section; SI, 8 ‘~ and 8 ~i we ill ustrate ho’ ‘o encode several
standard control strictures in pattern s of justifications, namely deiauk assump t ions,
sequences of alternative s , and a way of choosi ng represe ntativ es of equivalence classes useful
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in contr ollin g propagation of constraints (a deduction technique presented by (!i’)). These
ex amples should suggest how other control structures such as decis ion tree s or graphs mig ht
be encoded

Even with these fragments of control information, many alternative rev ision s may
appear possible to the problem solver In such cases, we may wish to provide the problem
solver with rules or advice about how to choose which revision to make if we are clever
(or lazy), we might structure the problem solver so that it uses the same language and
mechan isms for these revision rules as for rules for makin g other choices , such as wh at
action t o perfor m next, how to carry out an action , or which goal to pursue nex In (Ill my
colleagues and I incorporated this suggestion into a genera l methodology which we call
explici t control of reasoning. and implemented AMOR D. a language of patt et n-t nvo k ed
proc edures controlled by the ThIS I am currently studying a problem sol ver archit ec ture ,
called a reflexiw if l f f?~ rfI#i , in which the problem solver ’s structure and behavior are
themselves domains for rea soning and action by the problem solver (16] This sort of
interpreter represents its own control s t ate to itself explicitly among it s beliefs as a taik
nt wov & similar to ffiac used in NcDerniou’s (14J NASL. in wh ich prob lems or intention s are
represented as c a i &s The interpre te r also represents to itself its own structure as a prog ram
by means of a set of pu ns , abstract fragme nts of ta s k net work. It represents the important
control state of hav ing to make a choice by creatin g a cAotce task , who se carryin g out
involves making a cho ice The inter preter can then treat this choice task as a problem for
solution like any ot her t ask In this f ramewor k , we formulate rules for guiding belief
revision as plans for carrying out choice tasks We index these revision plans by aspects of
the problem solver s t ate , for example. by the hist orica l state , by the control st ate , by the state
of t he problem solution, b y t he domain , by the action Just executed , and by other
ci rc umStances Eadi revision plan mi ght be view ed as a specialization of the general
dependenc y -directed backtr ackin g proc edure Such refinements of the gen eta i backtracking
proced ure rake the form of the beliefs (and thus the problem solver state) into account when
deciding wh ich assum ptions should be rejected. I will report the details of my investi gat ion
in my fo rth comin g thesis ‘ 

-

8-I Default Ass ump lio ns

Problem so lvin g progra ms frequently make specifications of default values for the quantities
they manipula te , with the intention eit her of allowing specific rea sons for using other ‘vahie s
to override the curr ent values , on of rej ectin g the defau lt if it leads to an inconsis tency (See
1I~’J for a lucid exposition of some app licat ions ) The examp le in Sect ion I 2 includes such a
default assu mption for the day of the week of a meeting

To pick the defau lt value (torn only two alt ernatives , we justif y the default node
nun-rnonotnnicaliy on the grounds that the alternativ e node is out. We generalize this
binary cas e to choose a default from a larger set of alt ernativ es. Take S . ~~ to be
the set of a lt ernative nodes , and if drsued. let 6 be a node which represents the reason for
making an aswnsption to c hoose the default To make Aj the default. Justify it with

_________________ _ _ _ _ ________________
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If no additional Info rmanon about the va lue ex is ts , none of the alternat ive nodes except A1
will have a valid justificat ion, so A~ will be in and each of the othe r alternative nod es will
be out Adding a valid jtssi ,fscalion to some other a lternative node causes that alternati ve to
become in , and invalidates t he support of A~. so 4~ goes out. When anal yzing a
contradiction deiived from 4~. the dependency-dir ected backtrackin g mechanism recognues

as an assum ption because it depends on the ot her alternative nodes being out- The
back t rac k er may then gustily one of the ocher alternative nodes, say A~ causing A~ to go cia.
This ba krra ckcv- 1i roduce d j ustification for A~ will have the form

1St. <var ious nodes> <remainder node.>)
where rema n-Icr rtrirfrs, us the set of 

~~~ 
remaining in S after and A

1 
are ta ken away.

In effec t , the ba knr acke r removes the default node front the set of alternatives , and makes a
new default ascunption from the remain ing alternative s As a concrete example. our
scheduling pu-~ ram might default a meeting day as follows -

N — I  PPff ’F R W. TON , OR f ~’.
[IAYIIII - MONDAY

N-3 UAY ( F1 1 UEIUSOAY (St. (N-i )  (N.2 14-4))
14-4 DAYIFI ) . IRI[ IAY -

The prog ram assume s Wednesday to be the day of the rneetrng Mi, with Monday and
Frid ay as a lt ern atives The TMS will make Wednesday the chosen day until the program
g ives a valid reason for t a kin g Monday or Fr iday instea d

We use a slightly different set of justifications if the complete set of alternative s
cannot be known in actvance but must be discovered piecemeal This ability to extend the
set of alternatives is necessary . for example. when the defau lt is a number , due to the large
set of possible alt ern at iv rs Retainin g the above notat ion, we represent the negation of -

StL4 1) with a new node, — 4 ~ We arrange for A4 to be believed If - A g Is out , and set up
ju stifications so that ii A~ is distinct from .4., A,, supports ‘A4. We Justify Ag with

(SI (6) (
~ A4 l) .

and justi fy -
~ 4, with a justification of the form

(SI (A )
) I ) )

for each a lt ern ative distinct from A 1 As before, A4 will be assumed if no reasoiu (or
usin g any other alternative exist Furthermore, new alternatives can be added to the set S
simply by giv ing — 4, a new Jusiohcatton corresponding to the new alternative. As before, If
the problem solvin g program justifies an unselected alternativ e, the TMS will make the
defau lt node our P.ack ttackrng. however, has a new effect. II A~ suppo rts a contradiction. -

t he ba cktr acker may gustily —‘A, so as to make A, become out . W hen this happens. the TMS
— has no way to select an alternative to c ake the place ci the default assumption. The

extensible structur e requires an external mechanism to const ruct a new defau lt assumption

:~
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w henever the current defau lt Is ruled out. For example. a fami ly planning progr am mig ht
make assumptions about the number of children in a fam ily as Follow s

N-i PREFER 2 CHIUJPEN
P1-2 H-CHILORENW) • 2 (St. (N-i) (N-3))
N-3 #-CI4ILORENW) 2 (SI (P1-4) U)

(SI (P1-5) U)
(SI (P1-6) 1) )
(St. (P1-7) U)

N-4 N-CHIL NW ) - 8
N-S #-CHIL P1( F) - I
N-6 #-CHILDREN(F) - 3

N-i N-CHILOREN(F) .4

With this system of justif ications, the TMS would make N—2 In. lI the planning program
finds some com pelling reason for having S chi ldren, it would have to Create a new node to -

represent this fact , a lon g with a new j ustification for P1-3 in terms of this new node

8.2 Sequences of Alternatives

• Linearly ordered set s of alternativ es add still more control information to a default
assumption structure , namely the order in which the alternatives should be tried. This
extr a heurist ic information might be used, for example. to order selections of the day of the
week for a meetin g, of a plannin g st rat egy , or of the state of a transistor in a proposed
Circuit anal ysis

We represent a sequence Ut alternatives by a controlled progression of default
ass umption s Take {A ~, -. A~

) to be the heur ist ically -ordered sequenc e of alternative nodes ,
and let 0 be a node which represents the reason for this heuristic ordering . We Just ify each

with
(SI 

~
6 -

~~~~’ 
(
~ A~) ) .

A, will be selected initiall y , and as the problem solver rejects successive alternat ives by
j ust ify ing the ir negation s, the TMS will believe the successive alternatives in turn. For
examp le, our scheduling program might have

- N-I SE(X(NCE N-~ N-4 N~6
N-2 ~ .‘~‘ ( M) - L~ Uf~ SOAY (SI. (P1-i) (P1-3))

[1AY(tI ) .U~C1P&SflAY - 

-

P4-4 DAY (11) • T~&~ SOAY (SI (N-i P1-3) (N-SIP
P1- 5 DAY (11) - TI-UtSDAY . 

-

DAY (I1 ) - TI~~SOA Y (SI (N-i P1-5) U)

This would guide the choic e of day for the meeting M to Wednesday. Thur sday and

.- - — -~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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Tuesday. in t hat ord er.
Note that this way of sequencing through alt ernat ives allows no direct way for the

problem solvin g program o reconsider previously rej ect ed alternatives . 11, say, we wish to
use special c - as p rules to cori~ct imprudent choices of cul prits made by the backtrackin g
system , we need a more complicated structure to represent linearl y ordered alternati ves. We
create thre e new nod es for each alt ernative 4, PA1, which means that A4 is a possible
alternat ive , N3 4~. wh ich means that A, is not the curr ently selected altern at ive , and ROA 1.
whi ch means that A, is a ruled-out alternative We suggest members for the set of
alt ernatives by ju st ifying each PA, with  - the reason for including A4 in the set of
al ternatives We leave each ROA4 unj ustified , and ju stify each A4 and NSA 4 wit h

A4 - (S1~ (PA , NS ... NSA ,.1) ( ROA,) )

N S A , ( St.. I) 4 P 4 1 1)
(St.. ( RO.-4 ,) ( 1 )

Here the ju st ifi ation for 4, is valid if and onl y if A, is an alt erna ti ve, no better alte rnat ive
is current ly selected, and A, is not ruled out The two ,ust:hcauons for NSA4 mean that
either A, is nor a valid alte rnative , or that A, is ruled our With th is st ructure , different
parts of the problem ,.otver can independently rule in or rule out an alternative by
j ustif yin g the a1i1ifoprracr A or ROA node. In addition , we can add new alternativ es to the
end of such a linear order by constructing j ustificat ions as specified above for the new
nodes representin g the new alte rnative

8.~ Equ ivalence Class Repr esentat ives

Problem solvers organited to encourage modularity and add it iv ity frequently contain
w ver al different methods or rules which compute values for the same quant ify or -

descriptions for the same object. We cal l t hese mu)tiple resu lts colnctdences. aft e’ r (9, 591 II
the several methods compute several values, we can often derive valuable information by
checking these competing values for Consistency. With polynomials as va lues, for exam ple,
thi s con si stency check ing sometimes allows solvin g for th e values of one or more variabl es .
After checking the coincidence for consistency and new Information, prudent programs
normally tiw’ only one of the suggested valu es in furth er computat ion, and retain the other
va lues for future rrf crcnce The various va lu es form an equIvaI.nce class with respect to the
propagation of the value in other computations, and one of the values In this class must be
chosen as the representative for propagation. We could choose the representative with a
default assu mption. but this would lead to undesirable backtracking behavior . For instance, -

if the bac ktr ackih g system finds the equivalence class representative involved in an
inconsistency, then it should find some wa y of reject ing the representative as a proper value,
rather t han letting it stand and selecting a new representat ive. This means the backtracker
should find t he choice of representative mvlsi ble, and this requirement rules out using

_ _ _  -
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either the defau lt assumption or sequence of alternatives representations
We select equivalence class representat ives by using cond itional -proof justifications

to hide the choice mechanism from the backtracki ng system. For each node R4 represent ing
a equiva lence class member, we cre ate two new nodes: PR4, wh ich means that R4 Is a
possible representative , and SR4. wh ic h means that R4 is the selected representat ive. Rather
than the program deriving ju stifications for the R nodes directly, it should instead suggest
these va lues as possib le representati ves by j ustifying the correspondmg PR nodes Instead.
With th is stipulation we justify each R4 and SR4 as follows:

SR4: (SI (P R,) (SR, ...
(CP SR1 ( P (S R, ...

Here the justificat ion For SR 1 means that R. has been sug gested as a member of the
equ iva lence class , and hat no ot her member of the class has been selected as the
representative. Thi s j ustifi cat ion ((institutes a defau lt assumption of R, as the selected
representative However , the j usri ficatt on lot- R4 means that the reason for believing R1 will
be he rea son for both suggeslu ng and selecting R, (the argument for S Re). minu s the reason
for select ing ft (the default assumption ), thus leaving only the reason fo r which R1 was
suggested. namely the antr’ edents of PR, In this way the equ ivalence class selector picks
alternative s as the represe nlaci v e in the order in whic h they were added to the set of
alternat ives , while hiding t hus selection from the backtracking system.

Por examp le, suppose a commodity analysis program derives two values for the -

predicted number of tons of wheat grown this yea r and not ices this coinc idence.

N-i S&JGGEST IJ€ATU979) .SX,360$ (SI (R-S7 ...) U)

N— 2 91XGEST IKAT (1979) • 7Y (SI (R-6$ . . ,)  U)
P4- 3 V — (sx +388e) I7 (SI (N-i P4-2) U)

These suggested values correspond to possible equivalence class representatives. To avoid
using both values in further computalions. tIre program chooses one.

P4-4 N—i SELECTED (SI (N-i ) I))
N-S h EAT (1979) — 5X+3890 (cP N-4 1) 4 ) )

Acre • (SI ( N—i ) ( I)
14-6 P4-2 SEIECTEO (SI (N-2) (N-4))
14_i IlEAT11979 ) — 7y (CPN6 ~

Since N—i Is In and It is the first in the ordering imposed by the selection justifications. it Is
selected to be the valu e propagated, and the INS makes P4-4 and N-S in. Suppose now
th at some contrad iction occurs and has N-S In its foundations, and that the
dependency-directed backtracker denies some assumption in N-i’ s foundations.

L I 
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Consequently, the TMS makes N-I (and P4-3) out, and N-S and N-? In. with N-i’s
CP-j ust if ication equivalent in this case to (SI (P4-2) U) . Thus the pattern of
ju st if ication s leads to selecting the second sugg ested value. If the program then finds a
third value,

P4-8 SUGC,EST IJ’tAT(1979) - 4X.l88
N-S V - f4X.1eøt /7 (SI (N-? N-8) ()
N-1ø N-B SELECTED 151 (P4-8) (N-4 N-6))
N-fl IIfAT11979) - 4)4+108 (CP N-18 (I (N-4 N-6) )

It will derive any new infor mation possible from the new value , then add the new value to
the list of waning alternative values for propagation In this case, P4-8 and N-S are lit, and
P4- 10 and N-Il are out

~~ . E~tprrIence and Extensions

We have experience w ith the INS ~n a number of prog rams arid applicat ions. I
Implemented the f irst version of the INS in September 1976, as an extension (in several
ways) of the fact garbage collector of Stallman arid Sussman’s (5’) ARS electronic circuit
analysis program After that , 1 took the program through many different versions Howard
Shrobe and James Stansfieki also made improvements in the program Truth mainten ance
techniques have been applied in several othe r circuit analys is and synthes is programs.
Including SYN (I?) and QIiAL 901 and in Steele arid Sussman’s (!‘6) constraint language.
We organized our ru!. based prob lem solvin g system AMORD (U) around the TMS, and
used AMOR I) in developing a large number of experimental prog rams . rangin g from
blocks world problem solvers to circ wt analysis programs and compilers. McAllestet (3(3
uses his own truth maintenance system in a program for symbolic algebra. electronic circuit
analysis , and programmin g In addition. Werner (621 of UCLA used AMORD to
implement an expl anation system in studyin g the structure of natura l ex planations , and
Shrobe (!(i) uses A MORD in a program-under sta nding syst em.

Several -esearcher s have extended the basic behef-i’evision techniques of the TMS
by embedding them in larger frameworks which incor porate tinse, certainty mea sures, and
other problem solving concepts and processes Friedman (19) and Stansfi eld (54) merge
representations of continuous degrees of belief with truth maintenance techniques. London
(29) and Thompson (60) add chronological contexts to a dependenct-based framework .
London also presents many detailed examples of the use of dependency networks In the
modelling ‘omponerrl of a problem solving program

Improvements in the basic truth maintenance process have also been suggested.
M A(lester ( tn) describes a relative of the TMS based on a three-valued belief set, wKh
mukuiJireruonal clauses as justifications Thompson 160) generalizes the node’justIf$cation
structure of the INS to non cta usal arguments and justifications. Slir ‘ (In 150) and Sn
personal communications) has suggested several ways In wh ich the problem solver can
profit by reasoning about the structure of arguments. particularly in revising Its set al gosh
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a fter solving some particula r goal. T hese idea s su gg est other im p rove met it s including (I)
modification of the TMS to make use of mult iple supponing -ju st if icat ions whenev er several
well -found ed arguments can be fou nd for a node, (2) use of t he INS to si gn al th e problem
solver whenever the argumen t for some nod e chan ges , and (3) development of a language
for describin g and ef fic ient l y recognizing patterns in arguments for nodes , well-founded or
ot herwise How to in o ipor ate t r uth maintenance techniques into v it t ual -copy
representational system s (17) also seems worth study.

The TMS continually checks CP-jus tificat ions for validity, in hopes of deriving
new equivalent SL-ju s t ilica t ion s This makes the implementation considerably more
complex than one mig ht imagine I expect that a sim pler facility would be mor e generall y
useful, namely the TMS without CP’j tist ificat ions . but with the Find Independent Siu1rport
procedure isolated as a separate . user invoked facility. Practical experience shows that in
most cases , one onl y ex pect s the CP-j ust ification to be valid in the s itua t ion in wh ich it is
created , so it seems reasonable to make the user responsible for calling FIS directly rather
than lettin g t he T MS do i t

Final ly , a clrr ~ ei of problems center about incrementality. The TMS normall y
av oids xamining the entire data base when revising beliefs, and instead examine s only the
repercussions of the changed nodes However , apparentl y unsatisfiable ci rc ularities can
occur which require exam inin g nodes not included in these repercussions In another sen se
of incrementality, some circumstance ; can force the INS to examine lar ge numbers of
nodes, only to leave most of them in their original state after finding alternate non-circular ,~

ar guments for the supposedly changed nodes Latombe (27] has investigated way s of
avoiding this, but these diffi culties deserve further study One particularly enticing
possibility is that of adapting the ideas of Baker s (I) real-time list garbage-collection
algorithms to the case of t ruth maintenance

10. Discussion

The TMS solves part of th e hclief revision problem. and provides a mechanism for making
non-monotonic assumption s Artificial intelligence researchers recognized ea rl y on thai A l
systems must mak# ’ assumption s, and many of their systems employed some mechanism for
this purpose Unfortunate ly, the related problem of belief revision received somewhat less
study Hayes 121) emphasised the importance of the belief revision problem. but with the
exception of Colby (6]. who employed a belief system with reason s for some beliefs , as well
is measures of credibility and emotional importance for beliefs, nmst wo r k on revising
beliefs appears to have been restricte d to the study of backtracking algorithms operating on
rather simple system s cr1 state ; and act ions The more general prob lem of revising bel iefs
based on records of inferences has only been examined in more recent wor k , including Cox ’s
(7) g rap hica l deduction s~;tc m , Crocker ’s (8) verificati on system, de Kleer ’s (9) electronic 

-ci rcu4r analys is prog ram . Fike ; ’ (18) ded ucuve modelling system. Hayes ’ 122) travel plann ing
sy stem , K at z and Manna ’s (24) prog ram modification system. Latombe’s (26 , 27] design
program . London’s (29) plannin g and modelling system, McDermott’s (32, ‘3. 34] language
understanding, data base . and design progrann. Moflconi’s 139) veri f ication system . Nevins ’
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(40) theorem prover . Shrobe’s NO) program understandin1~ system, the
MDSIA IMDS/ REL1EVER programs Eu , SI, 52L and Sussman and Sralfrnan’s (53, 591
electronic circ u it anal ysis programs 13erliner’s (3) chess program employed lemmas for
record ing Int erestin g facts about partial board analyses reminiscrent of conditional-proofs,
but the prograi~ derives these lemmas through a perturbation technique rather than
through analysis ~~ ‘ a rr~urnenls and j ustif ications

In addition , the phi losophical Iit er ~tur e inc ludes many treatm ents of belief
revision and related problems Many writers stud y evaluative criteria for judging which
belief revision s a re best , based on the connections between bel iefs Quine and Ulban (43)
survey t his area Other writers study the problems of ex planat ions , laws , and counterfact ual
conditional; Resche r (44 1 build s on Goodman s (2fl ) exposition of these prob lems to presen t
a framework fn belief revis io n motivated h~ Qurne’s (4 1, 42) minimu m muli%ation
principle I ewic T

~R1 and Turner (611 propose means for filling in this framework . Scriven
(481 relates these questions to the prob lem of historica l explanation in a way quite 

-

remintscienr of our non nioflotonic ar iumenrc for beliefs Suppes 1571 s urveys work on
learning and rat io nal chan g es of beli ef The view of reasoning proposed in Section 1.1 is
connected with many rnpics in the theori es of belief , act ion , and pract ical reasoning. Minsk y
(37) presenis a theory of memory which inc ludes a more general view of reasonin g.

kramoc i l (~“~
) initia ted the mathematical study of non-naonotonrc inference rules.

but reached 1~ecc imi stic onckis,ons More recently. McDermott and I (35) attem pt to
formalize the logi underlying the 1 MS with what we call non-.eon ’loru c logic. We also
survey the histor y of ~i~h reasoning techniques Weyhrauch (631 presents a framework for
meta-theoretic rea~oning in which these reasoning tec hn iques~and others can be expressed
Hsntikha f~’I) present; a form of possible-world semant ics for modal logic; of l~nowledge and
belief Moore (3~) combines this semantics for know ledge with a modal logic of action, but
ignores belief and belief revision

“~ne mi~hr hope to find clues about how to organize the TMS’ s anal ys is of
potential arguments for beliefs by studying what types of arguments humans find easy or
difficult to understand Statman 1’~” ) indi cates that humans have difficulty following
ar guments which have many back-refe, ences to distant statements He attempts to formal ize
some notions of ‘hr complexity of proofs using narasuire ; based on the topology of the proof
grap h Wiener (671 catalogues and analyzes a corpus of human explanations, and finds that
most exhib it a f air ly simple st ructure De 1< tec’r (SO) studies causa l exp lanations of the sort
produced b y engin eers , and dis ovrr c t hat a few sim ple pranctp )es govern a la rge number of
these exp lanation s

I have used the term belief * freely in this paper , so much so that one might th ink
th e title “flelief Peviston Syste m” more appropriate, if no less ambitious, than “Truth
Maintenance System ” Relief , however , for many people carr ies with it a concept of grad ing.
yet th e ~MS has no non-trivi a l grading of belic fs (Section 9 ment ioned some extensions
whk h do) Perh a ps a more accurat e label would be opinIon revision syst em7 where I
follow t)ennest (Ii) in di sri ngtiish in g betw een binary judgemental asser t s (opinions) and
graded underlying feelings (beliefs) As Dennet t ex p lains, this distinct ion permits
desc ript ion of thnse c i rcumstance s in wh ich reasoned argu ments forc e one to assert a

_ _  —-
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conclusion, even t hough one does not believe the conclusion. Hesitation , self-deception, and
other complex state ’ of belief and opinion can be described in this way. I feel it particularl y
apt to characteri ze the TMS as revising opinions rather than belie fs. Choosing what to
‘believe” in the TMS Involves making judgements, rather than continuously accreting
strengths or confidences A sing le new piece of information may lead to sizab le chan ges in
the set of opinions , where new beliefs typicall y chan ge old ones only slightly

I also find this distincuon bet ween binary judgements and gr aded approxima ti on s
useful in distinguishing non- monotonic reasoning from imprecise rea s ining. such as that
modelled by Zadeh ’s 164] fuzzy logic I view the non-monotomc capabilities of the TMS as
capabilities for dealing with incomplete information, but here t he incom pleteness Is “exac t ’ .
it makes binary statements a bou t (ty pically ) prec ise statements Any approximation In the
log Sc enters only when one views the set of curren t beliefs as a whole In the logi cs of
imprecise reasoning, the incompleteness is inexact . the statements themselves are vague ,
and the vagueness need not be a property of the entire system of beliefs . While bot h
approaches appear to he concerned with related issues, they seem to be orthogonal in their
curren t development, which suggests studies of their combination (Cf (IqJ )

One final no”' The over head required to recor d j usti fication s for every program
tsi ief might seem ex cessive Some of this burden might be eliminated by using t he
summarization techniques of Section 5 to replace certain arguments with smaller ones , or by
adopting some (hopefully well und erstood ) disci pline of retainin g only essential records from
w hkh all d isc arded information can be eas ily recomputed However , the pressing Issue is
not the expense of keeping records of rhe sources of beliefs Rather , we must con sider the
ex pense of not k eeping these records If we throw away information a bout derivation s, we
may be condemning ourselves to continually r~drriving information in lar~ r searches caused
by chan ging irrelevant assumption s This original criticism of MICRO-PLANNER (in
(~8)) app lies to the context mechani sm s of CONNIVER and QA4 as well If we discard the
sources of beliefs, we may make impossible the cor rection of errors in lan e , evolving data
bases We w:!l find suc h techni ques not j u st desi rab le, but necessary, when we attempt 10
build truly com plex programs and systems Lest we follow the tradition of huge .
incomprehensible systems which sp~ m e d  Soft ware Engineering, we must , in Gera ld
Sussman’s term, make “ res ponsib le” pro gra ms which can explai n th eir actions and
conclusions to a user (Cf (461)

_ _  _ _ _  _ _  - 
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Node J u s t i f i c a t i o n  Justification Nasie

1 (SL (3) 0) JI

2 (SL () (1))  J2

3 (SL (1) 0) J3

4 (SL ~ ‘) 0) J4a

4 (SL (3) 0) J4b

5 (SI 0 0) J 5

6 (SL (3 5) 0) J6

Figure 1. A sa~~le aystea of six nodes and
seven jus t ificat ions .
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4 (in) 6 (out)

2 (in) 3 (out) 5 (in)

1 (out )

Figure 2. A depiction of the syste. of Figure 1. All
— arrows represent justifications. The uncrossed

arrows represen t m u s t ., and on~tthe crossed
line of 32 represent. an outlist . W always
visualize suppor t r~lationshtp . as pointing
upwards .
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